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CHEMIN: A Miniaturized X-ray Diffraction and
X-ray Fluorescence Instrument

D. L. Bish (bish@lanl.gov), S. J. Chipera, and D. T. Vaniman (EES-6)

Approximately 100 elements exist in our universe, and these elements can combine to form at least 3,800
minerals (naturally formed crystals). Using chemical analysis, one can identify the elements in a

material, but most often, this method cannot be used to identify the crystalline structure, which can be crucial
for establishing the properties of a mineral or synthetic crystal. In addition, knowing which minerals are
present in a sample can help determine the mineral’s alteration history. In this article, we will discuss
CHEMIN, a prototype miniature instrument we developed that can identify both the CHEMistry and
MINeralogy (crystalline structure) of a sample.

Figure 1. CHEMIN Instrument.
The prototype with collimator and sample holder on the left and charge-coupled device
(CCD) on the right.

CHEMIN was originally devel-
oped for space travel to Mars and is
the first miniature instrument to
perform these two identifications
using both x-ray diffraction (XRD)
and x-ray fluorescence (XRF)
analysis. In 1999, we received an
R&D 100 award for the CHEMIN
instrument. Its potential uses extend
far beyond Mars to many applica-
tions on Earth, including portable
field instruments, robots that analyze
contaminants in hazardous areas,
and machines that perform on-line
analyses of solid phases in produc-
tion facilities.

History

Geoscientists in EES Division
have been interested in miniaturized
XRD/XRF instrumentation since
1990. Early in the decade, research
in our division focused on both
isotopic and tube-source instru-
ments, as well as a variety of
detector systems integrated in an
instrument that passed x-rays
through a sample (transmission
geometry) rather than diffracting
them off the sample (reflection
geometry). At this time, we are
improving CHEMIN as a potential
flight instrument for the exploration
of extraterrestrial bodies.

Space Exploration

The origins and histories of
planetary, asteroidal, and cometary
bodies are reflected in their constitu-
ent minerals. This tremendous variety
of mineralogy carries stories of
pressure, temperature, oxygen
fugacity, and solution chemistry, all
intertwined with histories of sedi-
mentation, igneous activity, metamor-
phism, impacts, and surface weather-
ing. The science objectives of
determining simultaneous chemistry
and mineralogy thus span the full
history of planetary, asteroidal, and
cometary formation and evolution.

Fegley et al. suggested in 1992 that
the CHEMIN concept could be a
valuable means to resolve mineral-
ogic uncertainties for Venus. More
recently, it was pointed out by
Rietmeijer that to perform successful
in situ study of an active comet
nucleus, one must use an instrument
like CHEMIN for unambiguous
mineral identification.

The CHEMIN Instrument

CHEMIN is a miniaturized,
simultaneous-XRD/XRF instrument
based on a charge-coupled device



29Progress Report 1998–2000  Earth and Environmetal Sciences

CHEMIN: A Miniaturized X-Ray Diffraction and X-Ray Fluorescence Instrument

Figure 2. Generation and Measurement of X-ray Diffraction and Fluorescence
Signals from a Single Sample.
X-rays impinging on the CCD detector are indicated by colored dots, and their energy
distribution is shown at the bottom in the XRF spectrum. The violet dots indicate the
diffracted x-rays that are characteristic of the x-ray source and, hence, diffracted from
the sample. Dots of other colors do not fall in a fixed pattern and represent x-rays
fluoresced from various elements within the sample. Note that the violet dots fall in a
pattern of concentric circles, the position of which is reflective of the crystal structure of
the sample. The two-dimensional XRD pattern at the bottom, obtained by circumferential
integration of the violet rings, corresponds to a conventional XRD pattern.

tal information.  The CCD detector
in our current design is encased in
an instrument measuring 15 × 12 ×
22 cm. A flight instrument would
weigh less than 1 kg, have a volume
of 500 cm3, and have power require-
ments of 2 W.

Figure 3 shows the spatial rela-
tionships between components in
existing CHEMIN instruments. The
advanced CHEMIN instrument,
capable of operating in space or
remotely on earth is illustrated in
Figure 4. It is can be described as a
series of subsystems: (1) an x-ray
tube source, (2) a sample-manipula-
tion system, and (3) a CCD detector
that simultaneously records both
energy and position of x-rays on the
two-dimensional CCD detector.

Field-Emission X-ray Tube. At
present, a standard laboratory x-ray
tube is used with CHEMIN. The
x-ray source component is shown as a
standard tube in Figure 3. For a flight
instrument, we propose using a
sealed, high-vacuum envelope
housing a micromachined-field-
emitter (MMFE) array, an electro-
static focusing element, and an
anode, onto which a small focused
beam of electrons is accelerated. The
MMFE concept has already been
used successfully in devices such as
flat-panel color monitors. In operat-
ing mode, a continuous electrostatic
potential of 20 keV is applied
between the anode and the MMFE
array, and an electron current is
created by impressing a potential of
~50 V on the extraction anode of the
MMFE array.

Sample-Manipulation System.
Mechanical handling of rock, soil,
and ice samples is one of the more
difficult problems in robotic analysis
of extraterrestrial bodies. Both
eolian dusts and soils can be col-
lected easily and analyzed without
extensive processing; however, to
analyze solid geologic media fully,
one will almost always require a
method to obtain the geologic media

pixel CCD. Under these conditions,
the charge deposited in each pixel is
proportional to the energy of the
x-ray photon striking the pixel,
providing the option to analyze the
photon energy on a pixel-by-pixel
basis.

CHEMIN distinguishes between
diffracted characteristic photons and
fluorescence photons based on the
fact that diffracted photons have the
characteristic energy of the incident
x-rays whereas fluorescence x-rays
are characteristic of the sample
chemistry and have different energies
(Figure 2).

The XRD data, which are
measured in transmission geometry,
yield concentric rings on the CCD
detector (Figure 2), providing
information on phase structure. The
XRF signals strike the CCD
uniformly across the detector and
can be combined to provide elemen-

(CCD) that exists in prototype form
(Figure 1). The intrument is designed
to characterize elemental composition
and mineralogy from small fine-
grained or powder samples.

We have obtained usable diffrac-
tion data from the instrument in only
a few minutes, and we predict that a
flight instrument should be able to
collect data in 1 to 2 hours.
CHEMIN discriminates between
diffracted and fluoresced x-rays by
operating the CCD in what is known
as “single-photon-counting” mode,
with photons of the x-ray tube
characteristic energy (e.g., Cu Kα or
Cu Kβ) ascribed to diffraction
events. The instrument is operated in
this mode by exposing the CCD
detector to repeated short bursts of
x-rays. When using short exposure
times (~10 to 60 s), ideally no more
than one photon strikes each pixel
(or picture element) of the 512 × 512
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in powder form. We are considering
two methods for obtaining powders:
piezoelectric microdrilling and
explosive powdering systems. Both
methods have been developed and
have prototype systems available
that can be tested against a variety of
target lithologies.

CCD Detector Array. The third
component and the heart of CHEMIN
is the CCD detector array and
electronics. The ideal CCD would be
based on the CUBIC (cosmic
undefined background instrument
with CCDs) detector built and flown
by the Jet Propulsion Laboratory in
their x-ray astronomy studies. The
array in the planned instrument
consists of a matrix of 1024 × 1024
pixels in a front-illuminated CCD.
Important characteristics of the
device are listed in Tables 1 and 2. In
most applications, CHEMIN can be
operated in shaded or in local
nighttime Martian conditions, when
the ambient temperature is suffi-
ciently low to reduce background to
an acceptable level without any
additional cooling.

Figure 3. Prototype CHEMIN. Schematic of the existing instrument.

Figure 4. Advanced CHEMIN.
Schematic of the proposed advanced CHEMIN instrument showing the spatial relation-
ships among the three components that are critical to the operation of CHEMIN.

Data Collection and Analysis

During data collection, a colli-
mated x-ray beam strikes a thin-film
substrate sample holder held in the
second component of the system,
which is a multiposition sample
carousel. The carousel disc is the
only moving part in the CHEMIN
instrument. The carousel can be
precisely and continuously rotated
360° by a stepper motor. The sub-
strates are x-ray-thin (~2 µm) Mylar
films made sticky on the top surface

by a thin film of vacuum grease or
the like. A protective cover is
removed from the greased Mylar as it
advances into the sample collection
port. A sample is dumped into the
sample collection port, and powder
adheres to the sticky surface of the
Mylar, whereas excess powder and
larger grains roll off the inclined
substrate. The carousel is then rotated
into position for analysis between the
x-ray source and the CCD detector
array. While in the position for
analysis, 50-µm diameter regions are
illuminated by the collimated x-ray
beam. Approximately 50 exposures
are collected of each area, after which
the motor steps ~100 µm so that a
new area of sample material on the
same substrate is analyzed. An
“exposure” is made by providing a
pulse of 50 V to the extraction anode
of the x-ray tube, flooding the CCD
with diffracted and fluoresced x-ray
photons. As we already mentioned,
the CCD is operated in single-photon
counting mode to measure both
diffraction and fluorescence data
simultaneously.

Figure 5 illustrates the flat-plate
diffraction data obtained for Al2O3

from CHEMIN, before circumferen-
tial integration. CHEMIN’s diffrac-
tion methodology is particularly
good with poorly prepared samples
such as natural dusts or soils. The
advantage of the CHEMIN geometry
is illustrated in Figure 6, which
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shows a CHEMIN XRD pattern of
aragonite at the top. CHEMIN
accumulates part or all of the Debye
rings out to about 50° 2θ (Cu Kα).
Circumferential integration of each
ring compensates for poor powder
preparation (i.e., spotty Debye
rings), such as might be produced by
robotic sampling systems. Simula-
tions of conventional diffractometer
data (stippled line) and Debye-
Scherrer film data are shown at the
bottom of Figure 6, illustrating the
loss of diffraction signal averaging
that can take place when the full
Debye rings are not used.

Further data processing using
circumferential integration produces
a diffraction pattern like that shown
in Figure 7, which illustrates a
comparison between the CHEMIN
diffraction pattern of quartz and the
pattern obtained on a conventional
laboratory diffractometer. XRF data

as well as XRD data are collected
even with the test CCD in CHEMIN
at the Los Alamos National Labora-
tory, although XRF data of higher
quality are obtained with the CUBIC
CCD at the Jet Propulsion Labora-
tory. An example of an XRF spectrum
measured on aragonite, CaCO3, is
shown in Figure 8. The spectrum is
remarkable in the presence of the C
and O lines, in addition to Ca; Cu and
Al arise from the sample holder.
Conventional x-ray fluorescence
instruments are typically incapable of
detecting C and O x-rays.

Advantages of CHEMIN

In Table 3, we compare two XRD
analyses with a normative calculation
for a terrestrial basalt sample. We
obtained one of the XRD analyses
with the prototype CHEMIN instru-
ment (Figures 1 and 3); the other we
obtained with a Siemens laboratory
diffractometer. Although the
CHEMIN analysis has poorer peak
resolution, the data we obtained are
sufficient not only to determine the
mineral phases present but also to
apply Rietveld analysis to estimate
the relative proportions of mineral
phases in the sample. (Rietveld
analysis involves calculating a model
diffraction pattern based on the
crystal structures of the known
phases in a mixture. The quality of fit
between the observed and calculated
diffraction patterns is then improved
using a least-squares process in
which relative amounts of each phase
and the crystal structural parameters
are varied.)

We have developed software to
combine both the chemical XRF data
and the XRD data to perform this
operation more rigorously. The
analysis represented in Figure 9 uses
only the XRD data. The goodness of
fit for a Rietveld analysis of the XRD
data is usually expressed using
statistical parameters but can also be
visualized as a difference pattern,
shown at the bottom of Figure 9.

Figure 5. Flat-plate Diffraction.
Data for Al2O3 (corundum) obtained using
the prototype CHEMIN instrument.

Figure 6. Comparison of Techniques.
The figure shows relative amounts of
diffraction data for aragonite resulting
from CHEMIN (upper square), a Debye-
Scherrer camera (lower strip), and a
conventional laboratory diffractometer
(stippled red region).

Table 2.  Overall Instrument Parameters for Proposed CHEMIN

Detector X-ray sensitive (thin polygate) CCD

X-ray tube electron source Field-effect emitter array

Range (degrees 2θ) 5 to 55°

Diffraction resolution <0.2° 2θ

Mass (kg) 0.8

Power (W) 2.0

Table 1.  Characteristics of the Proposed CHEMIN CCD

Format 1024 x 1024

Pixel size (µm) 18

Number of readout channels 4

Readout noise, e- (rms) 0.5

Energy (eV) Quantum Efficiency Energy Resolution (FWHM) (eV)

277 0.15 38

1000 0.70 60

5400 0.15 115

8000 0.05 130
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To find the weight proportions of
the minerals that best match the
measured XRD data, we must vary the
ratios in which the calculated minerals
are mixed to reproduce the observed
crystal pattern. These weight propor-
tions are listed in Table 3, calculated
for both the CHEMIN XRD pattern as
shown in Figure 9 and for XRD data
from the same sample collected on a
laboratory diffractometer. The errors
listed are calculated statistical errors
of approximately 2θ. Note that the
relative error varies not only with

Figure 7. Quartz Diffraction.
Diffraction pattern of quartz from circumferential integration of flat-plate CHEMIN data
(red) compared with pattern from a conventional laboratory diffractometer (blue).

Figure 8. Aragonite X-ray Fluorescence.
The XRF spectrum of aragonite, CaCO

3
, measured with the

CUBIC CCD, which  shows the presence of the carbon and
oxygen lines.
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mineral abundance but
also with mineral type.

Clearly some
mineral abundances
can be more precisely
measured than others.
For example, the
feldspars are compli-
cated by ternary cation
exchange (Ca, Na, K)
and associated frame-
work Al/Si ratio
variations. In addition,
in high-alumina basalts
such as this sample,
they also form as
phenocryst and ground-
mass phases, with

separate exsolution histories, which
results in superposed complex
mixtures of high- and low-tempera-
ture structural types. Although this
makes the feldspar calculations more
error prone and, in this sample, of
greater abundance than should be
present (compare the calculated
normative value in Table 3), in fact,
the complexity of the pattern
indicates a wealth of information.

It should also be noted that, in
some respects, the Rietveld data are
more accurate than a normative

calculation. The normative calcula-
tion is exceptionally sensitive to SiO2

content, and the norm shown in the
third column of Table 3 reports less
olivine and more oxide minerals than
the sample petrography allows. This
discrepancy reflects the magnitude of
the errors commonly associated with
instrumental determinations of SiO2

content in rock samples. In this
instance, the Rietveld determinations
of mineral abundance are likely
closer to reality. The XRD-based
analysis also identifies phlogopite,
which is not recognized in the
normative calculation, and it does not
assume spurious occurrences of
ilmenite and hematite.

Conclusions

Our prototype CHEMIN instru-
ment, which has been in operation
since July 1996, has confirmed the
principle of CCD-based simultaneous
XRD and XRF. Unfortunately, some
of the components in this prototype do
not allow CHEMIN’s full capabilities
to be realized as they would be with
an optimized instrument. Neverthe-
less, using CHEMIN, we have been
able to detect and quantify minerals at
abundances as low as 1%, as well as to
provide quantitative chemistry and
mineralogy from complex mixtures
(Table 3). We have tested this instru-
ment with numerous pure minerals
and mineral mixtures to examine its
potential in mineralogic characteriza-
tion of extraterrestrial bodies. We have
applied Rietveld refinement methods
to XRD data to determine unit-cell
parameters and quantitative phase
information from <1-mg-sized samples.
Combining Rietveld quantitative
mineralogical analyses and XRF data
on a single sample has the potential to
provide accurate mineralogical data
for remote or extraterrestrial samples.
For example, such diffraction data
would remove the ambiguity regard-
ing the mineralogy of the Martian
surface that results from the availabil-
ity of chemical information only. �
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Table 3. Rietveld Analyses of Basalt Using XRD Data from CHEMIN and a
Laboratory Diffractometer Compared with a Normative Calculation
(all data in weight percent; statistical error of ~2σ in parentheses)
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G. D. Guthrie (gguthrie@lanl.gov) and J. W. Carey (EES-6)

Concrete, a composite of sand and gravel bound by hydrated cement, is one of the most used construction
materials, worldwide. Concrete is used so extensively because it is easy to produce, has high

compressive strength, and is durable, which makes it economical in the long term. The quality of durability
can be significantly compromised by a number of physical and chemical processes, leading to premature
degradation of a concrete structure. When concrete degrades prematurely, the cost of a structure will increase
dramatically, and the degraded concrete can pose safety and environmental risks as well. Hence, increasing
the durability of concrete is a critical concern in applications ranging from the transportation infrastructure to
the isolation of hazardous and radioactive waste and as it turns out, improving the durability of cement-based
composites will help with the atmospheric carbon-dioxide (CO2) problem.

An important, though indirect,
consequence of premature concrete
degradation is the unnecessary emis-
sion of CO2. Cement production is
the largest industrial source of atmos-
pheric CO2 that is not associated with
energy production.  Figure 1, a photo
of a cement plant in Tijeras, New
Mexico, shows the stacks from
which the CO2 is emitted into the
atmosphere.

Despite the long history of the use
of concrete, a mechanistic approach
(that is, understanding the entire
cement/aggregate system) to control
durability has remained elusive.
Instead, a prescriptive approach has
been used; prescriptions (specifica-
tions) have been based on a combina-
tion of field experience and labora-
tory experiments, both of which are
limited with respect to duration,
properties of the materials, environ-
mental factors, and other variables
that affect durability.

In contrast, a mechanistic ap-
proach to designing cement-based
composites would rely on predicting
the physical and chemical evolution
of a concrete mix placed in a particu-
lar environment. Such an approach
has often been viewed as unachiev-
able, given the chemical and struc-
tural complexity of a cement-based
composite. However, the two primary
barriers to this goal (computational
and theoretical) are not insurmount-
able. Recent advances in computa-

tional power and methods (e.g., dual-
continuum codes for modeling
reactive transport in matrix and
fractures) have removed these
barriers to predicting the evolution of
a concrete structure as it interacts
with its environment. The theoretical
barrier can be lowered by borrowing
tools and approaches used in the
geosciences, where they have
addressed similar complexities in a
mechanistic way.

For example, in many respects, the
chemical and physical evolution of a
cement-based composite resembles
what occurs in natural environments.
Most of the materials in a composite
like concrete are either earth materi-
als or derived from earth materials.
Likewise, the processes that occur
during cement hydration or that occur
as the composite interacts with its
environment can also be directly
related to geological analogs. Hence,
the methods used to describe geologi-
cal materials and processes at a
fundamental level may prove useful
in laying the foundation for a
mechanistic approach to concrete
evolution.

This concept is the basis for our
initiative to develop a geochemical
model of the evolution of cement-
based composites. The model would
allow the prediction of how a
concrete mix performs in a particular
environment. In other words, one
could optimize a mix design prior to

placement. En route to this model,
we have been developing a number
of geochemical and geophysical
methods for characterizing cement-
based composites. One of our
methods, ASR Detect™, recently
received an R&D 100 Award.

Alkali-Silica Reaction

One of the leading causes of
premature degradation in concrete
worldwide is the alkali-silica reaction
(ASR) between alkali cations,
hydroxide anions, and siliceous
aggregates. In this reaction, silica
dissolves in the high-pH pore fluids
and precipitates as a gel along
fractures, in voids, and around
reactive aggregates in the concrete.
Although this phenomenon has been
recognized in degrading concrete for
over 60 years, ASR remains poorly
understood, and the problems it
causes have been handled primarily
using prescriptions that have been
known for decades, which are to
minimize the alkali content of the
cement and avoid reactive aggre-
gates. These prescriptions are not
always successful, and ASR-plagued
concrete continues to be produced
today (Figure 2). Furthermore, low
alkali levels in cement are difficult to
achieve in some regions, particularly
in light of new regulations that have
led to the re-incorporation of alkali-
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Figure 1. Industrial Source of CO2.
Cement kilns are the largest nonenergy source for anthropogenic CO

2
 emissions,

producing about a ton of CO2 for each ton of cement clinker.

rich dusts trapped from the exit gases
of a kiln. In addition, nonreactive
aggregates are not always locally
available, and this deficiency will
become more of a problem as quality
aggregates become depleted.

Several recent treatments offer
promise for inhibiting ASR in new
structures and even slowing the
progression of ASR in existing
structures. For example, lithium salts
used as admixtures at appropriate
levels in a concrete mix appear to
inhibit ASR, and soaking a structure
with an aqueous solution of lithium
may arrest degradation.

The Geochemistry of ASR

In the field, ASR is conspicuous
because it causes a network of
surface fractures that are often filled
with a white precipitate. The interior
of a structure suffering from exten-
sive ASR is also riddled with frac-
tures, along which white precipitate
can be seen associated with some
aggregates and filling some voids.
Unfortunately, these characteristics
are not unique  to ASR, so a diagno-
sis typically requires a time-consum-
ing petrographic analysis (for
example, verifying the presence of an
isotropic gel). Ideally, one would like
to diagnose ASR in the field, which
would allow the causes of degrada-
tion to be determined more rapidly
and would allow a better evaluation
of the distribution of ASR within a
structure at a hand-sample scale.

We recently developed a
geochemical staining method for
detecting ASR gel in a hand sample.
Our method, ASR Detect™, makes
use of the physical and chemical
properties of the primary reaction
product (an alkali-rich gel). The
staining method is designed to tag
regions containing exchangeable
potassium.

Gel produced by ASR is typically
enriched in both sodium and potas-
sium, which are believed to originate
largely from the cement. Most

Figure 2. An ASR Problem.
The underside of an ASR-plagued bridge on I-25 in New Mexico. The 35- to 40-year-old
bridge was made using low-alkali cement, yet ASR appeared rapidly in the bridge deck,
which has since undergone expensive resurfacing operations.

cements have potassium as their
dominant alkali contaminant so ASR
gels often have more potassium than
sodium. In our observations of ASR
gels (primarily in samples from New
Mexico), potassium is always the
dominant alkali cation. This ex-
changeable potassium can be used as

a marker for ASR gel by staining
with a saturated solution of sodium
cobaltinitrite. When such a solution
contacts ASR gel, exchangeable
potassium from the gel reacts with
the solution to form a yellow precipi-
tate [K2NaCo(NO2)6 • 6H2O]. This
method has also been used in the
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geological sciences for staining
potassium feldspars that have been
etched in hydrofluoric acid. For ASR
gel, sodium cobaltinitrite solution is
allowed to react directly with the
concrete surface without any acid-
etching step.

In addition to providing a means
for rapid ASR identification in the
field, using ASR Detect™ has
enabled new insights into the
geochemical development of ASR.
As can be seen in the stained
samples, ASR exhibits a characteris-
tic progression from the initial
formation of a potassium-rich gel
located within some aggregates and
voids to a latter migration and ion
exchange to form gels with lower
K/Ca ratios that have a more wide-
spread distribution.

This chemical heterogeneity can
be seen at a micrometer scale using
scanning electron microscopy, and
the staining allows the process to be
followed at the hand-sample scale.

The heterogeneity of ASR is likely
tied to the innate spatial variability of
concrete. Heterogeneous microenvi-
ronments develop along fractures in a
concrete due to the chemical differ-
ences between the hydrating Ca-Si
paste (pH > 12.5) and the aggregates
(often siliceous aggregates that can
buffer the local pH at significantly
lower values).

We are using this concept of
microenvironments as the basis for
our geochemical model for ASR.

The Biogeochemistry of ASR

The unique geochemistry of the
concrete microenvironments we
identified led us to consider whether
microbial activity may play a role in
ASR. Traditionally, ASR has been
viewed as an inorganic process
involving the enhanced dissolution of
metastable silica (for example, opal,
silica glass, and strained quartz) in a
high-pH, alkali-rich solution. Hence,
the aggregates around which gel was

found were termed “reactive aggre-
gates” and viewed as sources of the
silica gel. In our model, these
aggregates function as geochemical
microenvironments in which the pH
may be lowered by acidic mineral
surfaces and by mineral dissolution,
causing the silica to precipitate. One
consequence of this view is that these
microenvironments might provide
suitable environments for microbial
activity, which often is not optimized
at the higher pH of the cement paste.
We have investigated this hypothesis
with a combination of stable isotopic
analysis and biogeochemical staining.

Figure 3 shows values for δ13C/12C
and δ18O/16O from a variety of
locations within a degrading concrete
system. Shown in triangles and
circles are the values measured from
two materials actively precipitating at
the bottom of a concrete bridge deck
(calcite stalactites and thermonatrite
efflorescence, respectively). The
isotopic ratios in these materials
show a marked depletion along a
trend with a slope of ~2. This trend
results from a kinetic fractionation
caused by the high pH of the precipi-
tating fluids. In contrast to precipita-
tion in caves (in which degassing
causes stalactite growth), precipita-
tion of the calcite and thermonatrite
results from diffusion of atmospheric
CO2 into the high-pH fluids. These
materials define the “inorganic”
isotopic trend in this system. The
squares in the graph show the ratios
measured for samples of gel along
fractures within the bridge deck.
These isotopic ratios cannot be
explained by the inorganic kinetic
trend, because their carbon signature
is even more depleted. This depletion
is believed to reflect an additional
(highly depleted) source of CO2

caused by microbial degradation of
organics.

We confirmed this hypothesis by
combining geochemical staining (to
show the distribution of ASR gel)
with a biological staining method (to
show the distribution of protein). An

example of this staining can be seen
in Figures 4a and 4b. Ninhydrin is
often used in microbiology to
determine the presence of protein,
which results in a purple stain. When
stained with ninhydrin and ASR
Detect™ (on opposites sides of a
fracture), concrete from the structure
studied isotopically shows protein
accumulation in regions where K-rich
ASR gel occurs. This protein accu-
mulation is apparently due to a
biofilm in these regions, as deter-
mined by scanning electron
microscopy.

Given the association of microbial
activity with ASR, one might wonder,
“What role do microbes play in
concrete degradation?” Microbial-
induced degradation of concrete has
been observed in concrete exposed to
sewage. However, the type of
degradation that we have observed
appears to be quite distinct, with
microbial activity restricted to
specific microenvironments within
the concrete. We plan to elucidate the
role of microbes in ASR and to
incorporate this role into a predictive
model of concrete durability. �

Figure 3. Isotopic Data.
The graph shows carbon and oxygen
isotopic data from carbonates precipitated
in the degrading concrete system.
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Figure 4a. ASR Detection.
Concrete fracture surface stained with ASR Detect to show characteristic
yellow precipitate on ASR gel.

Figure 4b. Protein Detection.
The opposing concrete fracture surface stained with ninhydrin to show
localization of protein. Note protein (dark purple) is localized in regions of
ASR gel.
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Uncertainty and Upscaling in Porous Media Flow
D. Zhang (EES-6, dongzhang@lanl.gov) and W. E. Soll (EES-10)

Processes associated with fluid flow through porous rocks and sediments are at the core of problems in
groundwater flow, contaminant migration, and petroleum production. A rigorous understanding of these

processes is necessary to optimize our water resources, reduce environmental risk, and exploit fossil fuel
most cost-effectively. Our objective is to develop partial differential equations for the moments of single- and
two-phase fluid flow in heterogeneous porous media under realistic conditions as an alternative to the
commonly used Monte Carlo simulation approach.

The workable moment equations
have some important benefits over the
traditional Monte Carlo approach. First,
there are a small number of equations
to be solved: one equation for the
mean, and one each for a small number
of variances and co-variances. Second,
the coefficients of the equations, as
averaged quantities, are smooth; thus,
these equations can be solved on a
relatively coarse grid. Third, the
moment equations are available in
analytic form, even though they are
solved numerically in applications.
This feature holds the potential for
increased physical understanding of the
mechanisms of uncertainty.

Extending from one scale to a
larger one requires “upscaling,”
which allows the essence of physical
processes at one level to be summa-
rized at the coarser level. For
upscaling from the local scale to the
field scale, there are usually two
kinds of approaches.

The first begins with the macro-
scopic equations and assumes that
they are valid at all (larger) length
scales but with different coefficients.
At a larger scale, the coefficients such
as permeability and porosity are
obtained based on finer-scale
information.

The second is the stochastic
approach, which derives equations
governing the statistical moments of
the variables of interest from the
macroscopic equations. This ap-
proach provides not only the
prediction but also the associated
uncertainty.

In the first section of this report,
we describe a stochastic approach
and some key results for flow and
transport at field scale. Flow and
transport at field scale is of practical
interest, for example, for problems
associated with water resources,
groundwater remediation, and oil
recovery. The process of upscaling
from the macroscopic to the field
scale, however, relies heavily on
accurate description of flow at the
macroscopic scale.

The second section of this article
describes our ongoing research
project to develop upscaling methods
to predict constitutive relationships
and other macroscopic coefficients
based on some statistical parameters
of pore-scale structures.

Although natural porous media are
heterogeneous at all length scales,
our observations and theoretical
treatments are usually limited to a
few distinct scales. For example, we
commonly associate flow in porous
media with three different scales:
pore (microscopic), local (lab,
macroscopic), and field. Fluid flow
may have to be described by different
equations at different scales.

At the pore scale, the minute pore
structure and detailed occupation of
space by different fluids are important;
the equations of fluid motion are the
Navier-Stokes equations, whereas
diffusion and heat conduction are
governed by the molecular Fick and
Fourier laws. Because of the difficulty
in describing the complicated geom-

Figure 1. Model Validation.
The graph compares head standard deviations from the moment equation approach
(curves) to the published Monte Carlo simulation results (circles).
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etry of the individual pores and the
fluid interphase boundaries coupled
with the complex nature of the
physical processes at this scale, the
traditional focus has been on the larger
lab scale.

At the lab scale, the macroscopic
variables are defined by averaging
the microscopic variables over a
volume containing many pores.
Because this volume is large com-
pared to individual pores but ex-
tremely small compared to the lab
scale, the macroscopic variables
become point values, and the pore-
scale details may be ignored. In turn,
at this intermediate scale, the fluid
motion satisfies macroscopic equa-
tions (for example, Darcy’s law). The
coefficients in the macroscopic
equations are somehow related to the
microscopic structures, and the fluid
interphase boundaries may be
determined through laboratory
experiments. The lab scale is on the
order of 10–1 to 100 m, whereas the
scale of interest can be as large as 104

to 105 m in hydrology and petroleum
engineering; we usually refer to the
large scale as “field scale.”

Uncertainty Analyses of Flow
at Field Scale

Despite the fact that geologic
media exhibit a high degree of spatial
variability, medium properties,
including fundamental parameters
such as permeability and porosity, are
usually observed only at a few
locations because of the high cost
associated with subsurface measure-
ments. This combination of signifi-
cant spatial heterogeneity with a
relatively small number of observa-
tions leads to uncertainty about the
values of medium properties and,
thus, to uncertainty in predicting flow
and solute transport in such media.

The theory of stochastic processes
provides a natural method for
evaluating the prediction uncertainty.
In stochastic formalism, uncertainty
is represented by probability or by

Figure 2. Unsaturated Flow.
The expected values and confidence intervals for pressure head and effective water
content at two different times in the presence of an internal source for unsaturated flow
in random porous media. The water table is at z = 0.
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related quantities like statistical
moments. Medium properties,
boundary conditions, and initial
conditions are treated as random
fields whose values are determined
by probability distributions. In turn,
dependent variables such as pressure
and flux are random fields, and the
equations governing porous flow
become stochastic differential
equations whose solutions are
probability distributions of pressure
and flux. In general, we cannot solve
a stochastic differential equation
exactly but can only estimate the first
few moments of the corresponding
probability distribution, especially its
mean, variance, and covariances.
However, these moments usually
suffice to approximate confidence
intervals for the flow quantities.

We have developed moment
equations for steady-state and tran-
sient single-phase flow in bounded

domains of nonstationary media. The
results from these models are the first
two moments of flow quantities. The
first moment (mean) can be used to
estimate the field of the flow quantity
of interest, and the second moment
(standard deviation) measures the
associated uncertainty (error). These
two moments can be used to construct
confidence intervals for the flow
quantities. These models have been
partially validated with Monte Carlo
simulations (Figure 1). These flow
models may be applied to both
groundwater and gas reservoirs.

We have also developed and
solved the moment equations for
steady-state and transient unsaturated
flow and solute transport in the
vadose zone. In unsaturated media,
water and air coexist in the pore
systems. Unsaturated flow is treated
as a special case of two-phase flow.
We found that the boundary
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Figure 3. Two-Phase Flow.
The graphs show the cumulative oil production obtained from the moment equation
approach and from Monte Carlo simulations for the two-phase case of water displacing oil.
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conditions, especially the water table
boundary, have a significant impact
on the stochastic behaviors of
unsaturated flow in random porous
media (Figure 2).

For a true two-phase case of water
displacing oil, we developed moment
equations under both simplified and
more realistic boundary conditions.
We have compared the stochastic
model of two-phase flow with Monte
Carlo simulations and have found a
very good agreement (Figure 3).

Upscaling from Pore to
Macroscopic Scale

The objective of this project is to
investigate fundamental issues of
multiphase flow systematically at the
microscopic and macroscopic scales
and to develop upscaling methods for

predicting macroscopic quantities and
characteristic relationships based on
some statistical parameters of
microscopic quantities. We do so by
applying recently developed compu-
tational tools and theoretical frame-
works and by comparing these with
experimental results. A successful
upscaling approach would lead to a
greatly increased efficiency and
accuracy in simulating multiphase
flows in porous media at the lab and
field scales.

This past year we used an en-
hanced lattice Boltzman permeameter
to study single-phase flow through
pore-scale geometries obtained
through high-resolution computed
microtomography of rock cores. The
permeameter allowed us to investi-
gate some fundamental issues, such
as the existence of representative
elementary volume (REV), the scale

dependence of porosity, specific
surface area and permeability, and the
relationship of these quantities. We
found that although REV may not be
well defined in a deterministic sense,
it does exist statistically (Figure 4).
The figure shows that at each scale,
each quantity is computed by
averaging over a window of this scale
centered at a certain location. These
values, obtained at different locations
within the domain, are then analyzed
to obtain the statistics. The expected
values become constant, and the
standard deviations approach zero
with scale. The behaviors of these
quantities indicate the existence of
statistical REV. A similar observation
is found for a computed micro-
tomography of a sample of Berea
sandstone.

The concept of statistical REV is
weaker than the deterministic REV
but is more useful in applications. We
also found that the size of REV may
be different for different quantities.

Conclusion

Based on our computational
results, we found that rock permeabil-
ity may not be predicted accurately
with existing relationships such as the
Kozeny-Carman relation, which is
based only on porosity and specific
surface area, the lower moments of
rock geometry. A more accurate
upscaling method would have to
involve higher moments of pore
geometry, and we will focus the
remainder of the project on those. �
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Figure 4. Study of Representative Elementary Volume.
Specific surface area, porosity, and permeability are shown in (a) for the point at the domain center, and their expected values as a
function of lattice scale are given in (b), (c), and (d). The expected values are obtained with simulations performed on a computed-
microtomography geometry of crushed glass beads divided into a 180 x 256 x 256 lattice structure with a resolution of 17.5 µm. The
confidence intervals in these plots are plus or minus one standard deviation.
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A Nonlinear Elastic Class of Materials

Materials with nonlinear micro-
scopic elasticity stand in contrast to
liquids and crystalline solids, whose
elasticity is due to contributions of
atomic-level forces (i.e., materials
with atomic elasticity). Atomic-
elastic materials are well described
by the traditional (Landau) theory of
elasticity, and mesoscopic materials
are well described by the P-M
(Preisach-Mayergoyz) space model of
nonlinear elasticity developed by
Guyer and McCall. However, the
nonlinear mechanisms in mesoscopic
elastic materials still remain a
mystery.

Introduction

Strike a normal bell, and the bell
rings at its resonance modes. Strike it
harder, and the bell rings at the same
tones, only louder (Figure 1a). Now
imagine a bell composed of granite,
compressed powdered metal, or other
mesoscopic nonlinear material. We
strike the bell gently, and it rings
normally. Striking it harder, we find,
to our surprise, that the tone drops in
frequency ever so slightly. Striking it
even harder, the tone drops further.
The frequency shift is a manifestation
of nonlinearity resulting from certain
properties of these and other materi-
als. Interestingly, a crack in the bell,
even a small crack, will make the bell

A Nonlinear Elastic Class of Materials

P. A. Johnson (paj@lanl.gov), J. N. TenCate, T. Shankland, and D. E. Smith (EES-11),
T. Claytor and D. Summa (ESA-MT), T. Darling (MST-10), A. Migliori (MST-NHMFL)

It is becoming clear that numerous materials (sand, soil, some ceramics, concrete, etc.) share the elastic
properties of rock. These materials have one or more of the following properties: strong nonlinearity,

hysteresis in stress-strain relation, and discrete memory. Primarily, it is compliance, the microscopic linkages
between the rigid components in the materials, that gives these materials their unusual elastic properties,
termed “nonlinear mesoscopic elasticity.” Our studies on these still-unexplained properties of certain materi-
als have important implications for basic and applied research, including nondestructive testing of materials
(including weapons components), studying earthquake strong-ground motion, and evaluating manufacturing
processes such as assembly lines or concrete manufacturing.

Intact Bell
(linear system)

Damaged Bell
(nonlinear system)

A
m

pl
itu

de
A

m
pl

itu
de

Mode 1 Mode 2 Mode 3 

Frequency

Mode 1

Frequency

Striking harder, frequency shifts

listening speaker

listening speaker

Wave Frequencies Present in a 
Linear Response

Mode 2 Mode 3

Bell rings at its resonance modes

Bell rings at its resonance modes, but
frequency changes with impact force

hammer source

hammer source

a.

b.

Figure 1. Wave Resonance Behavior in a Bell.
(a) Striking a bell of normal material excites the resonance modes whose frequencies
are shown to the right. (b) Striking a bell that has a very small crack (or one composed
of mesoscopic nonlinear material) excites modal frequencies whose values depend on
how hard we strike (bottom right). This result is a nonlinear effect—a change in wave
frequency with wave amplitude.
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respond nonlinearly as well—that is,
like a rock, etc. (Figure 1b). That
remarkable property can be applied to
detect damage in materials using a
nondestructive technique we call
nonlinear resonant ultrasound
spectroscopy (NRUS). The NRUS
method is being patented.

There are additional manifesta-
tions of nonlinearity. If a normal bell
is excited with an audio speaker
using arbitrarily chosen input
frequencies of 440 and 8000 cycles
per second (Hz), the bell rings at the

two input frequencies (Figure 2a). If
we do the same thing with a cracked
bell (or one made of granite, pow-
dered aluminum, etc.), interesting
things happen again (Figure 2b). Not
only does the bell ring at 440 and
8000 Hz, but other frequencies
abound. We can detect two, three, and
four times each input frequency (880,
1,320, and 1,740 Hz, and 16,000,
24,000, and 32,000 Hz, respectively)
and also the sum and difference
frequencies (8,000 ± 440 Hz), which
are called sidebands. We call this
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technique nonlinear wave modulation
spectroscopy (NWMS), which is also
being patented.

Both the amount of the resonance-
peak change with amplitude (Figure
1b) and the appearance of large
numbers of new frequencies inside
the material (Figure 2b) are not
expected results! They are the result
of nonlinear interaction of the sound
in the damaged bell.

What causes these behaviors?  The
common theme is the presence of soft
regions contained within harder
regions. For instance, in a rock, the
soft regions are the grain contacts and
microcracks; in a crystal, they are
dislocations; in powdered com-
pressed metals, they are hard sintered
components glued together with
softer material much like a rock. A
crack in a piece of metal acts as a
localized soft region in an otherwise
stiff material. Figure 3 illustrates
some of these features in materials.

The Fundamental Measure of
Nonlinearity: Stress-Strain

Suffice it to say that the presence
of the soft features inside otherwise
hard materials gives rise to all forms
of elastic nonlinear behavior. Elastic-
ity? That is simply Hooke’s law,
which relates the applied stress to the
resulting deformation, or strain, via a
quantity called the modulus. Com-
pressional modulus and shear
modulus are among the “spring
constants” of linear elasticity theory.
Stress is a tensor quantity with units
of force per area that, in some
instances, coincides with pressure.
Stress is usually measured in pascals
(0.1 MPa = 1 atm).

A cylinder of Pyrex glass and a
block of copper are well described by
linear elasticity. They are what we call
atomic elastic materials. Not so the
materials above. Their elasticity is
strikingly nonlinear, is hysteretic, and
has discrete memory. For instance, if
we study the static behavior of any of
the above materials, we will see
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440+8000 Hz
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+ 16000 + 24000 + 32000
+7560 + 8440 + ...] Hz
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harmonics
sidebands
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Figure 2. Wave Harmonics and Modulation in a Bell.
(a) A normal bell responds to two frequencies from a speaker with those same two
frequencies. (b) For a cracked bell, nonlinear mixing (multiplication) occurs. The two
frequencies multiply with themselves to create harmonics and with each other to create
sum and difference frequencies (sidebands). We call this nonlinear wave modulation
spectroscopy (NWMS). It is being patented.

nonlinearity in the relationship of
applied static stress versus the
responding deformation. Figure 4
compares the stress-strain relation-
ships of a linear material, Pyrex glass,
and a nonlinear material, Berea
sandstone.

All or some of these properties
(nonlinear/hysteretic/discrete memory)
are seen in the elasticity of ceramics,
cement, and concrete materials that we
think of as consolidated materials (i.e.,
materials whose primary properties are
due to the process of their construction
or consolidation). Put another way, the
elastic properties of a sandstone and
similar materials are not at all those of
the grains but rather are conferred by
the bonds between the grains (typical
scale 1 µm), with the grains acting as
essentially rigid elements. It is the bond
system, the set of effective elastic
elements between the grains and the
cracks within the grains themselves,
that control the behavior of the elastic
properties. These bonds are mesoscopic
in size, which is why we call such
materials nonlinear mesoscopic elastic
materials.

Nonlinearity and Acoustic
Waves in Damaged Materials

Returning to the subject of cracked
material, we have shown that the
nonlinearity resulting from the
presence of cracks is an extremely
sensitive indicator of damage. The
undamaged portion of the sample
produces nearly zero nonlinear
effects. The damaged portion acts as
a nonlinear mixer (multiplier). It is a
localized effect. We can easily tell the
difference between an undamaged
and a damaged object using a
frequency spectrum analysis. In fact,
we are not aware of a more sensitive,
more rapid, and easier-to-apply
method for detecting and examining
material damage.

Our studies have shown that the
nonlinear response of a sample
provides a quick, qualitative test of
pass/fail (go/no-go) in numerous
metal components such as alternator
housings, engine bearing caps, gears,
Plexiglas, synthetic slates, weapons
components, etc., where damage is
localized. The elastic nonlinear
response is also useful in examining
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Figure 3. Features that Provide a Nonlinear Response.
Dislocations in type-2 diamond and sapphire, the soft bond system in sandstone, a single crack in ceramic (barium magnesium silicate
doped with borosilicate glass), and cracks in concrete, a connecting rod, granite, or a damaged bearing cap are all physical features
that can result in a nonlinear response.
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the physical state of volumetrically
damaged materials such as concrete,
rock core, and other porous materials
(including the effects of fluid
saturation) and is being applied to
characterize dislocations in metals
and to study progressive damage in
these materials (Figure 5).

Summarizing, we can say that as a
material fatigues or is damaged,
dislocations, cracks, and flaws may
be introduced, resulting in a signifi-

cant change in the material’s nonlin-
ear elastic wave behavior. This
behavior is manifest in two primary
manners when sound is applied to the
object. First, under resonance
conditions (such as the bell), the
resonance tone changes as the applied
volume is increased. Second, under
resonance, continuous-wave, or
pulse-wave excitation, frequency-
mixing spectral components, such as
wave harmonics, appear. These

effects are enormous in damaged
material but nearly unmeasureable in
undamaged materials. They are the
signatures of damage. Linear meth-
ods in acoustical nondestructive
testing rely on either reflected wave
energy from a crack, wave speed
changes, or amplitude changes. None
of these linear wave characteristics
are as sensitive as the nonlinear
response of the material.
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Figure 4. Stress-Strain Relationships.
Here, material is stressed by being squeezed with a piston, and the resulting deforma-
tion, or strain, is measured. Pyrex glass (top left), a normal or atomic elastic material,
has a stress-strain relationship that is linear from 0 to 500 MPa. On the other hand,
Berea sandstone (bottom), a mesoscopic elastic material, is highly nonlinear as evident
in the curved response from 0 to 25 MPa. The sandstone also shows hysteresis—when
stress is reversed at B, strain only partially reverses, and a loop forms. The small
numbered loops are the result of other small excursions in the stress; details of the third
reversal are shown at top right.

In volumetrically damaged
materials, microfeatures such as
dislocations are responsible for the
nonlinear behavior. It is very interest-
ing that volumetric and local damage
over several orders of magnitude in
scale (~10–9 to 10–1) provide very
similar nonlinear characteristics (e.g.,
Guyer and Johnson, 1999)! That is,
there are close similarities between
the nonlinear response from the
presence of dislocations in a sample
and a single macrocrack in a sample.
The similarities are currently under
intense scrutiny to determine why
this is so. Dislocations, soft grain
contacts in rock and concrete,
microcracks, and macrocracks can all
lead to a large and complex nonlinear
wave response (Figure 3).

Example of a Nondestructive
Testing Application

As a practical example, we show
NWMS experiments in automobile
engine bearing caps that determine
whether or not damage is present. In
these tests, one high-frequency wave
and several low-frequency waves
were used simultaneously as input.
Thus, when damage is present, we
would expect mixing of all waves
with each other, leading to the crea-
tion of many harmonics and side-
bands. Figures 6a and 6b show the
frequency wave spectrum around the
sideband frequencies of the undam-
aged and damaged samples, respec-
tively. The damaged sample (seen in
Figure 5) contains a crack approxi-
mately several millimeters deep and 1
cm long and clearly failed the go/no-
go test. Note that we observed no
change in linear wave speed or wave
dissipation between the two samples
despite the fact that the nonlinear
response is very different.

NWMS is ideal for monitoring
progressive damage in materials as
well, as the experiment with the
plastic rod shown in Figure 7. The
rod, fixed at one end, was shaken at
its fixed end in shear until failure

Figure 5. Objects Tested for Damage.
All of the samples shown here are damaged in some manner, either with a small
localized crack or with volumetric damage.
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occurred. Linear and nonlinear
behavior was monitored at each step.
The linear responses were relatively
insensitive to induced damage until
just before failure, whereas the
nonlinear response was affected early
in the damage process and became
enormous quickly. Nonlinear means
are far superior to linear means in
progressive damage detection.

Strong Ground Motion
During Earthquakes

If the 1906 San Francisco
earthquake took place today, the
costs to replace the infrastructure

would surely exceed a trillion
dollars. One key to mitigating such a
disaster is understanding and
modeling the physical system on
which structures are built (in the
worst case, a structure built on soft
sedimentary layers that can signifi-
cantly amplify seismic waves). This
process is well understood by both
the seismic and civil engineering
communities; unfortunately, a key
aspect that is not well understood is
the enormous effect of the nonlinear
response of the system on structural
damage and failure. In 1997, in an
article in Nature (Field et al., 1997),
we first demonstrated unequivocally
that nonlinearity is a significant

influence in strong ground motion.
During a large earthquake,

buildings collapse and are damaged
because soft sediments just beneath
the Earth’s surface can amplify
seismic shear waves as a result of (1)
seismic wave velocity gradations and
(2) trapping of wave energy, creating
resonances and dramatically increas-
ing seismic wave amplitudes. This
amplification is called strong ground
motion. Amplified wave frequencies
that correspond to the resonant modes
of a structure can couple into the
structure, leading to damage and
ultimately, failure. The greatest
unknown in this physical system is
the influence of the nonlinear
response, which can dramatically
alter sediment resonance frequencies
and wave amplitudes in ways that are
only now becoming clear.

In an earthquake wave in a surface
layer, every frequency component in
the wavefield multiplies nonlinearly
with itself and with every other
frequency component, just as in the
examples shown above. For instance,
any two angular frequencies ω1 and
ω2 will multiply with each other,
creating additional frequency
components at ω1 ± ω2, 2ω1,  2ω1 ±
ω2, 3ω1, 3ω2, and so forth. The
interaction is amplitude-dependent;
for example, in the case of a resonat-
ing layer, resonance peak frequencies
and mixing of these frequencies
dominate the amplitude of the
spectral response. As the amplitude
increases, energy is progressively
redistributed from the resonance
frequency to other portions of the
spectrum. As a result of wave mixing,
we expect new frequency compo-
nents to appear, especially at mul-
tiples of resonance frequencies as the
driving force (the source magnitude)
becomes larger and larger.

The effects of nonlinear wave
mixing are important because the
models most often used in prediction of
strong ground motion do not incorpo-
rate frequency mixing, and strain
softening is not well understood. We
have unique experience and a unique

Figure 6. A Nonlinear Wave Modulation Spectroscopy Experiment.
The graphs are NWMS frequency spectra from wave modulation tests of (a) undamaged
and (b) damaged engine bearing caps. The inset (top) shows a full spectrum including
the sideband portion. There are many sidebands because multiple frequencies were
input simultaneously in continuous-wave mode.
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Figure 7. Progressive Damage in Plastic.
This plot (courtesy of Peter Nagy) of linear and nonlinear response as a function of
damage cycles for a plastic rod shows that the linear responses (wave dissipation in
blue and wave speed in red) are relatively insensitive to induced damage until just
before the sample fails at nearly 1,300 cycles. However, the nonlinear response is
affected early in the damage process and grows quickly.

group of analytical tools that we
developed for strong-motion data
analysis. For instance, we developed
the method of constant strain analysis
and resonance-template-matched filter-
ing that take advantage of both phase
and amplitude of the Fourier trans-
formed seismic signal. These novel
methods (currently being patented)
provide us unparalleled sensitivity for
studying resonance frequency changes
(or jumps) as a function of earthquake
magnitude and guide our modeling
efforts of the nonlinear response.
Furthermore, our experience in under-
standing nonlinear behavior in earth
and damaged materials is unparalleled
and provides us a unique point of view
for addressing this problem.

Conclusion

Dynamic nonlinear response of
mesoscopic materials is a new and
extremely exciting domain of study,
both from the standpoint of basic
research into materials and from that
of applications. We have identified a

new universal class of materials that
we believe includes geomaterials and
many types of manufactured materi-
als, including damaged materials.
There are potentially many applica-
tions of enormous economic and
safety impact that will evolve from
nonlinear applications. Applications
and spin-off research will affect a
number of problems, from designing
earthquake-resistant structures to
eliminating flawed components
fabricated on an assembly line and
monitoring long-term aging in
infrastructure. Further, application to
structures after an earthquake may
well provide valuable information
regarding the extent of the damage.
We anticipate that within 10 years,
nonlinear methods may be used
routinely in applications as diverse as
quality control in manufacturing
processes, quality control of concrete
curing, monitoring reactor contain-
ment walls for damage, inspecting
aircraft and spacecraft for damage,
and observing fatigue damage in
buildings, bridges, tunnels, and gas or
oil pipe lines. �
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Measuring Total Soil Carbon with Laser-Induced
Breakdown Spectroscopy

M. H. Ebinger (mhe@lanl.gov) and D. D. Breshears, EES-10, D. A. Cremers (C-ADI), and P. J. Unkefer (B-S1)

Terrestrial carbon fluxes account for more than half of the carbon transferred between the atmosphere and
the Earth’s surface (about 120 gigatons/yr), and current stores of carbon in terrestrial ecosystems are

estimated at 2,060 gigatons. Given humanity’s ability to modify terrestrial systems and, hence, to control
these fluxes, management and sequestration of carbon in the terrestrial biosphere has emerged as the most
promising near-term means of mitigating overall U.S. carbon emissions, as highlighted in the 1999
Department of Energy Carbon Sequestration Report. We are in the process of testing a new spectroscopic
method for measuring total soil carbon, based on laser-induced breakdown spectroscopy (LIBS).

Much of the carbon in terrestrial
ecosystems is in the form of soil
carbon, which is the fundamental
building block of soil organic matter.
Consequently, soil carbon is a
primary determinant of many soil
chemical and physical properties,
including nutrient availability, soil
structure, and water-holding capacity,
all of which directly influence
ecosystem productivity and
land quality.

Soil carbon measurement is the
focus of current and future interna-
tional negotiations and treaties
related to global climate change. To
manage terrestrial carbon inventories
and fluxes effectively, it is important
to find more efficient ways to
measure soil carbon. It is possible
that we may need orders of magni-
tude more measurements than have
been obtained to date.

The LIBS method is based on
atomic-emission spectroscopy. In this
method, a laser is focused on a solid
sample and forms a microplasma that
emits light characteristic of the
elemental composition of the sample.
The emitted light is collected,
spectrally resolved, and detected to
monitor concentrations of elements
via their unique spectral signatures.
When calibrated, the LIBS method
provides quantitative measurements.
This method is readily amenable for
field-portable instrumentation and
high-throughput analysis.

In the discussion below of our
preliminary work, we evaluate the
LIBS method to measure total soil
carbon and test the hypothesis that
the LIBS carbon signal is correlated
with total soil carbon. Our results
suggest that the LIBS method
provides a useful new approach for
measuring total soil carbon.

Methods

To assess ways to detect carbon
using existing LIBS technology, we
evaluated different carbon emission
lines that are produced by LIBS and
selected a strong emission peak
occurring at 247.8 nm to use for
measuring carbon. A laser (type
Nd:YAG) set at a wavelength of
1,064 nm (50-mJ pulses of 10 ns) was
focused with a lens of 50-mm focal
length on each soil sample (Figure 1).
The light was collected by a fused
silica fiber-optic cable pointed at the
plasma from a distance of about
50 mm. A spectrograph of 0.5-m
focal length resolved the light that
was then detected using a gated-
intensified photodiode array detector.

For each LIBS analysis, a sample
was placed in a 25-µm-diameter ×
75-µm-long quartz tube, which was
then positioned such that the focal
volume of the laser pulse was
centered in the tube. Twenty laser
pulses were directed into the tube to

complete one measurement. Typical
measurement areas for the LIBS
method are 1 to 5 mm2/pulse. The
background signals from carbon and
silicon emissions were subtracted
from the resulting spectrum, and this
procedure was repeated for each
sample. Because of shot-to-shot
variations in the laser plasma
parameters and sampling geometry,
measurement precision is increased
by taking the ratio of the analyte
signal to the signal from another
species, in this case silicon, with the
same concentration assumed in
all samples.

We measured total soil carbon
with the conventional dry combustion
method using a Dohrmann DC-180
analyzer and then with LIBS to
calibrate, verify, and assess perfor-
mance of our LIBS method. We
calibrated and tested the LIBS
measurements using soils from a
series of farms in east-central
Colorado and soils from a piñon-
juniper woodland near Los Alamos,
New Mexico.

The total soil carbon concentra-
tions from a subset of the Colorado
samples were measured using dry
combustion, and these soil concentra-
tions were used to verify the cali-
brated LIBS method against
(1) different samples from a subset of
the same soils and (2) soils of
distinctly different parent material
and genesis (alfisols weathered from
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volcanic tuff in the piñon-juniper
woodland near Los Alamos).

The Colorado soil samples were
collected from cultivated plots in
mollisols weathered from sandstone
that were conventionally tilled.
Samples were collected from random
locations in the fields after harvest
from 0 to 10 cm and 10 to 20 cm
below the soil surface. The piñon-
juniper woodland samples were
collected under piñon trees (Pinus
edulis) or juniper trees (Juniperus
monosperma) or in intercanopy
spaces that were either grass-covered
or bare. These piñon-juniper samples
were collected in 5-cm intervals to
30 cm or until parent material was
observed. Each sample was sieved to

Figure 1. The LIBS Apparatus.
This diagram of the apparatus shows a LIBS spectrum of a soil tuned to monitor the carbon emission at 247.8 nm. To the right of the
carbon line is a series of silicon lines used for quantification.

<2 mm, air dried, then analyzed by
dry combustion and LIBS.

We evaluated LIBS measurement
performance from the collected data.
A detection limit (DL) for carbon was
estimated using the formula DL =
3 σ/m, where σ is the standard
deviation of 6 to12 replicate measure-
ments and m is the slope of the
calibration curve. We estimated the
measurement precision by perform-
ing 6 to 12 replicate measurements on
several samples and computing the
percent relative standard deviation.
Accuracy was estimated by compar-
ing LIBS measurements to dry
combustion measurements obtained
from two different laboratories.

Results

We determined that carbon could
be identified and quantified using
LIBS. A plot of the LIBS signal
versus carbon concentration for soils
from the cultivated plots (Colorado
samples) shows excellent correlation
and provides a calibration curve
(Figure 2a). The calibration curve
was effective in predicting the carbon
content of additional samples from
the cultivated plots (Figure 2b). The
same calibration curve was also
effective in predicting carbon
concentrations in semiarid alfisols
(Los Alamos samples), even though
the genesis of the soils was
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Figure 2. LIBS Soil Data.
(a) Calibration curve for the detection of total soil carbon from Colorado mollisols. The
data show a strong relationship between the LIBS signal and total soil carbon.
(b) Correlation between the predicted carbon concentration by LIBS and the percent
carbon determined by dry combustion for Colorado mollisols and Los Alamos alfisols.
The line indicates exact correlation between LIBS measurements and dry-combustion
determinations.

significantly different (Figure 2b).
The effectiveness of the calibration
curve supports our hypothesis that the
magnitude of the carbon signal
detected by LIBS is a good indicator
of the total soil carbon concentration.
We estimated LIBS detection limit to
be 300 mg-C/kg–1 with precision of
4 to 5% and accuracy of 3 to 14%.

Conclusion

Our initial work on application of
the LIBS method to total soil carbon
measurement suggests that LIBS can
provide rapid and efficient measure-
ments of total soil carbon with
appropriate limits of detection,
accuracy, and precision. Good carbon
measurements with LIBS were
obtained with two distinct soil types.
Additional work is needed to evaluate
if measurements must be adjusted for
effects such as soil type and texture, a
wide range in carbon concentration,
carbonate, bulk density, and soil
water content. In addition, we are
evaluating the feasibility of incorpo-
rating a constant silicon standard in
the method to avoid variation in soil
silicon due to changes in mineralogy
among soil samples. Because LIBS
can be made field portable and has
short sample analysis time, it could
be very useful for obtaining large
numbers of carbon measurements in
the field. Our preliminary findings
suggest that the LIBS method may
help to address carbon measurement
and management issues in range land,
agricultural, and forest ecosystems. �

(a)

(b)
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Zero-Emission Coal Technology
H. Ziock (EES-6, ziock@lanl.gov) and K. Lackner (T-DO)

Fossil energy is the backbone of the world energy supply and the motor of modern economies. Yet, in
spite of its obvious importance, the entire fossil energy sector is threatened by concerns about carbon

dioxide (CO2) accumulating in the atmosphere. The world seems to face a stark choice: curtail economic
growth or face potential environmental catastrophe. We are investigating a new technology that will allow
us to continue to use our vast fossil energy sources without releasing CO2 and other emissions to the
atmosphere.

Fossil energy sources are vast.
Coal reserves alone are sufficient to
last for hundreds of years, even with
greatly increased world energy
consumption rates. Consequently, we
have selected zero-emission coal
technology as the focus of our
program development and research
efforts. Zero-emission coal technol-
ogy could provide low-cost, clean,
copious energy from coal for centu-
ries to come without increasing CO2

levels in the atmosphere.

Our initiative on zero-emission
coal technology has led to establish-
ment of the Zero Emission Coal
Alliance (ZECA), an alliance of
industry, government, and research
institutions. ZECA is pursuing a
technology for generating hydrogen
and/or electricity from coal in an
emission-free manner. The process
generates a pure stream of CO2 that
can be disposed of in any number of
sequestration approaches.

Figure 1. Zero-Emission Coal Process.
The diagram shows conversion of coal to electricity with extremely high efficiency. The waste heat from the fuel cell is fully
recycled; there is 50% less CO2 even without disposal; and all emission products are captured.

The Los Alamos Approach

Our long-term goal (which is
shared by ZECA) is to have a zero-
emissions fossil-fuel-based energy
source that converts CO2 into a solid
(mineral) by reacting it with an
appropriate starting material, possibly
in an industrial process. The concept
is illustrated in Figure 1. The advan-
tage of our approach is that it
addresses the full fuel cycle with the
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CO2 being rendered immobile and
benign, which avoids costly monitor-
ing and the potential for environmen-
tal disaster. Sufficient raw materials
in the form of magnesium silicates
exist to handle all of the world’s coal
easily. The end products (magnesium
carbonate and silica) are stable solids,
thereby guaranteeing the permanent
sequestration of the CO2.

The full coal gasification and
power production process that
produces a pure stream of CO2

involves a number of integrated yet
distinct modules, as can be seen in
Figure 2. In the first module, coal is
reacted with hydrogen to produce
methane (CH4). In the second
module, the methane is reacted with
lime (CaO) and water to produce
calcium carbonate (CaCO3) and
hydrogen (half of which is recycled
back to the first module). These first
two modules comprise the anaerobic
production of hydrogen. In the third
module, the (CaCO3) is calcined to
produce a pure stream of CO2 and
lime (which is recycled to the second

Figure 2. Anaerobic Hydrogen Production and Fuel Cell System.
Material flows in the diagram are idealized to the predominant components. The major reactions are:

Gasification Vessel: C + 2H2 → CH4, H2O (liquid) → H2O (gas)
Carbonation Vessel: CH4 + 2H2O → CO2 + 4H2, CaO + CO2 → CaCO3

Calcination Vessel: CaCO3 → CaO + CO2

Fuel Cell: 2H2 + O2 → 2H2O
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module). In the fourth module, the
hydrogen is used by a solid oxide fuel
cell to produce electricity, water, and
heat (used in the third module). The
net effect of this process is that coal
is used to generate electricity in a
highly efficient zero-emission coal
plant, which inherently generates a
separate waste stream of concentrated
CO2 containing all the carbon brought
into the process as coal. This stream
of CO2 is subsequently transferred to
a separate mineral carbonation plant
to be reacted with magnesium
silicates derived from serpentinites or
peridotites. The end products are
returned to the serpentine mine.
Alternative fates for the CO2 (for
example, use in enhanced oil recov-
ery) are also compatible with our
zero-emissions gasification concept,
but the objective is the safe and
permanent storage of CO2. The
process described above is likely to
be the only one that will fully meet
this objective.

In Figure 2, the material flow is
represented in an idealized schematic,

emphasizing the dominant com-
pounds produced in each step. Coal
enters the gasification vessel as a
slurry or dry material and is then
gasified with hydrogen. In contrast to
the coal-based, combined water-gas
production and shift reactions,
hydrogenation of carbon to methane
is exothermic. By injecting water into
the gasifier, one can quench the heat
release and maintain a constant
temperature in the gasifier vessel. By
transforming the carbonaceous
compounds of the fuel into gaseous
forms, the gasifier separates the ash
from the fuel. The carbon, which is
now in the form of volatile carbon
compounds, enters the carbonation
vessel where it reacts with water to
form CO2 and H2. The CO2 is
continuously removed from the
reaction zone by reacting it with CaO
to form CaCO3. The mixture of liquid
water, steam, volatile hydrocarbons,
and CaO that reacts in this vessel
neither consumes nor generates heat.
The energy neutrality follows from
the observation that the net reaction
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in the gasification and carbonation
units is essentially energetically
neutral:

CaO + C + 2H2O (liquid) → CaCO3 +
2H2 + 0.6 kJ/mol C.

Thus, the total heat release in the
gasification and carbonation vessels
is zero. Because the first vessel has
been adjusted to have zero heat
release, the second one will have zero
heat release as well. The reaction in
the calcination vessel requires heat,
which is provided by the solid-oxide
fuel cell (the fourth module). For
thermodynamic reasons, at their
operating temperature, these fuel
cells cannot avoid turning approxi-
mately one-third of the chemical
energy of hydrogen oxidation into
waste heat. However, solid-oxide fuel
cells operate at a temperature at
which this waste heat can be used to
calcine CaCO3. The overall system is
highly efficient because it uses the
waste heat of the fuel cell to re-
generate lime. In the theoretical limit
of pure carbon, zero heat losses, and
optimal performance of the fuel cell,
the efficiency of converting the
carbon fuel into electricity would be
93%. Additional losses occur because
heat will escape from the vessels and
because a realistic conversion
efficiency for a fuel cell is less than
the thermodynamically allowed limit.
Nevertheless, a very high conversion
efficiency, on the order of 70 to 80%
(compared with 30 to 35% for today’s
power plants), for the conversion of
coal energy to electrical energy
should be achievable. It is important
to note that for the ZECA process, the
70 to 80% efficiency values already
include the efficiency reductions
associated with separating out the
CO2 in a pure stream and compress-
ing it to high pressure. The above
efficiency values for the conventional
plants do not yet include these
reductions. Estimates of the effi-
ciency penalty of incorporating the
required retrofits into existing power
plants would reduce their net effi-
ciencies to approximately 25%.

 The process is also attractive
because it eliminates all emissions to
the air. This process has no smoke-
stack, as there is no combustion of
the coal. Thus, the ash (particulates)
in the coal is fully contained, making
compliance with proposed particulate
emission restrictions straightforward.
A small amount of additional calcium
oxide or CaCO3 is used to capture the
sulfur in the coal. The sulfur is pulled
out of the reaction vessels in a solid
form, thereby eliminating hydrogen
sulfide or SOX emissions. The
reducing conditions inside the
hydrogen production vessel and the
absence of any combustion limit the
formation of NOX from any nitrogen
in the coal. Finally, the CO2 gener-
ated in the hydrogen production is
initially extracted as a solid, before
being converted to a pure gas stream.
Because this extraction is an integral
part of the hydrogen production
process, no additional expenses are
incurred in producing a concentrated

CO2 exhaust stream.
To dispose of the CO2 perma-

nently, we are investigating a process
to convert it to a stable solid, thereby
leaving no CO2 legacy issue for
future generations. In our carbonation
process, we will react CO2 with
abundant, naturally occurring rocks
(serpentinites and/or peridotites) to
form magnesium carbonate (the
magnesium analog of limestone),
silica (e.g., quartz), and water. The
end products are all naturally
occurring, and the reaction is actually
part of the natural geological carbon
cycle. The reaction that produces the
magnesium carbonate (MgCO3) also
generates energy (heat) that could
potentially be harvested. The MgCO3

product is a stable compound, and
hence, the disposal is truly perma-
nent. The starting magnesium
silicates exist in vast, rich deposits
worldwide (Figure 3). For example, a
single deposit in Oman contains over
30,000 km3 of the magnesium

Figure 3. Magnesium Silicate Deposits.
The map shows the  location of ophiolite belts that are rich deposits of magnesium
silicates. Adapted from work by W. P. Irwin and R. G. Coleman, U.S. Geological Survey
1974.
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Figure 4. Disturbed Surface Areas.
The squares represent the surface areas disturbed in supplying the coal and the serpentine for our high-efficiency zero-emission coal
process power plant based on the representative values given above for coal and serpentine deposits.

silicates, which alone could handle
most of the world’s coal. Taken
together, the world’s rich magnesium
silicate deposits are sufficient to
handle easily the entire world’s coal
supply many times over.

The operation scale required is not
unreasonable. The serpentinite
mining operation suitable for a large
electric power plant is smaller than
that for a large, open-pit copper mine.
Even though the mineral carbonation
requires six times the mass of
serpentinite compared to the coal
used to produce the CO2, the surface
area disturbed in mining the
serpentinite is considerably less than
that associated with mining the coal.
In contrast to coal seams,
serpentinites are typically thick and
dense, resulting in a smaller footprint
for a serpentinite mine than for a coal
strip mine. Figure 4 shows an area
comparison for coal mining and
serpentine mining, assuming typical
deposit values.

The end products of the carbon-
ation process would be used to refill
the pit. Based on copper ore mining
and milling costs and the likely
required plant size for the chemical
processing, a disposal cost of
approximately $20 per ton of CO2

would not be unreasonable. With a
power plant operating at 80%
efficiency, our sequestration approach
for CO2 would cost less than 1 cent
per kWh of electricity in the United
States.

We believe that coal will likely
have an important, and even domi-
nant, position in the energy future for
the world. The technological solution
we are pursuing with ZECA will
allow the realization of “green” coal
power, which can be used to ensure a
clean world and a long-term, prosper-
ous, healthy, and secure global
economy. �

Coal

Serpentine

Further Reading

For additional information on this topic,
please contact Hans Ziock
(ziock@lanl.gov).

Representative Values
for a 1 GW electric power plant at 80% efficiency

Coal Serpentine

Thickness
Density
Use/day
Area/day

4 m
1.4 ton/m3

3750 ton/day
670 m2/day

200 m
2.55 ton/m3

25,000 ton/day
49 m2/day 
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Microhole Drilling and
Instrumentation Technology

For the past five years, the EES Drilling Team, in collaboration with major oil companies and
oil-field service providers, has been involved in developing a subsurface exploration capability, termed

microhole drilling and instrumentation technology, which promises a very substantial reduction in
exploration and development costs. Simple in concept, microhole technology reduces drilled-hole size to the
smallest size that is still compatible with good drilling practice and permits the continued access by
instruments for subsurface measurements. Figure 1 illustrates microhole diameters relative to conventional
oil and gas exploration and production well sizes.

J. N. Albright (j_albright@lanl.gov) and D. S. Dreesen (EES-11)

Microholes have from 1/25th to
1/50th of the cross-sectional area of
conventional wells. By reducing the
terminal-depth hole diameter to sizes
in the range of 1 to 2 inches, we
expect to substantially reduce the cost
of all deep subsurface exploration
and characterization. As an example,
Figure 2 shows the relative costs of
conventional and microhole technolo-
gies for a coal-bed methane explora-
tion-and-development project that has
been proposed for remote Alaskan
villages. The project would supply
coal-bed methane for heat and
electricity in villages now dependent
on diesel-fueled generators for power.
Savings in drilling costs result from
the smaller drill sites, much smaller
draw-works for pipe and tube
handling, greatly reduced material for
drilling and well completion, and
fewer support personnel.

Los Alamos is particularly well
qualified to undertake the develop-
ment of microhole technologies.
Over the past 25 years, EES Divi-
sion and its predecessors have
participated in programs contribut-
ing to U.S. efforts in geothermal-,
oil-, and gas-resource development.
As a consequence of these programs,
we have acquired extensive exposure
to well drilling and completion, well
logging technology, and borehole
seismic-instrumentation develop-
ment. Our team’s familiarity with
well technology has been essential

for undertaking a project with the
scope and complexity of microhole
technology development. Engineer-
ing efforts associated with this
project encompass evaluating the
feasibility of drilling deep
microholes; integrating microhole

drilling subsystems; field testing
bottomhole, coiled-tubing drilling
assemblies; miniaturizing geophysi-
cal logging tools; and incorporating
emerging miniature sensor technolo-
gies in borehole seismic-instrumen-
tation packages.

Gas
Production
Velocity
String

Los Alamos Microhole

Conventional
Oil and Gas

Slimhole

Tiny Tack

8-3/4"

2-3/4"

1-1/4"

1"

1-3/4"

2-3/8"

5-3/4"

Figure 1. Relative Dimensions of Conventional Wells and Microholes.
Our team currently drills microholes 1-3/4″ and 2-3/8″ in diameter with the ultimate goal
of drilling deep microholes 1-1/4″ in diameter.
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Los Alamos Microhole
Drilling System

The Los Alamos microhole
drilling system, which corresponds in
many respects to much larger sized
commercial rigs, consists of a
mechanical rotary drag bit, a hydrau-
lically powered positive displacement
motor, and a coiled-tubing drill stem.
This hardware, termed a bottomhole
assembly, is deployed for drilling
using the coiled-tubing unit that is
shown in Figure 3, along with its
mud-conditioning and cementing
equipment. For the initial tests, we
either procured or fabricated compo-
nents suitable for drilling 1-3/4 in.
microholes and then tested them as a
bottomhole assembly in an industrial
laboratory. Laboratory tests for
motor and bit performance demon-
strated that these assemblies were
suitable for coiled-tubing-supported
drilling. Penetration rates in Berea
sandstone and Carthage marble
exceeded 100 ft/h.

Currently, we are drilling and
casing 2-3/8 in.-diameter microholes
to depths of 600 ft with the equip-
ment shown. The drilling has been in
basin-and-range valley fill and
volcanic tuff. In the five wells drilled
to date, we have encountered no
problems that we would not expect to
see in conventional drilling, and the
problems were successfully ad-

Figure 2. Relative Costs.
The figure illustrates the relative costs of conventional wells and microholes for coal-bed
methane exploration and field development in remote Alaska based on cost data for
conventional wells obtained by the Division of Geological and Geophysical Surveys of
the Alaskan Department of Natural Resources.

dressed with conventional methods.
As microholes are drilled deeper, we
expect that conventional methods will
have to be modified, if not replaced
with advanced technology.

Logging Tools and
Borehole Instrumentation

We have begun designing and
fabricating a basic suite of 7/8 in.-
diameter logging tools that will

include both spectral-gamma and
electrical-resistivity tools. It will also
include a capability for surveying the
trajectory of completed microholes.
Furthest along in development is the
gamma tool, which will be used to
measure the natural radioactivity of
rock penetrated by microholes.

Microhole Gamma Tool. The
radiation incident on a sensor
deployed in a microhole will always
be greater than that for a conven-
tional tool in a cased 8-1/4 in. hole.
Figure 4 demonstrates this with an
approximate calculation for the
relative gamma radiation incident at
three different energies on gamma-
ray detectors packaged in cylindrical
7/8 in.-diameter and  3-1/4 in.-
diameter stainless steel logging-tool
housings.

In the foregoing calculation, we
take into account only the absorption
of gamma rays propagating perpen-
dicular to the borehole. Off-normal
flux components will also be greater
for the microhole tool because of the
closer proximity of the rock above
and below the sensor in a microhole.
The increased gamma flux incident

Figure 3.  Drilling Systems.
The microhole drill rig (upper right), mud system (upper left), and batch cement mixer
(lower left) at a field site in central Nevada are being used to drill microholes for
emplacement of seismic-instrumentation packages.
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on the microhole tool, however, is
offset by the reduced photopeak-
detector efficiency inherent in its
smaller sensor.

Theory dealing with the gamma-
capture efficiency of NaI crystals—
the material most commonly used for
gamma-ray detection in borehole
logging tools—has yet to deal
effectively with cylinders of the high
aspect ratios found in logging tools.
Consequently, a calculation of their
relative photopeak efficiency was not
practical. To address this question,
we designed and fabricated a
microhole gamma tool to compare its
efficiency directly with that of a
conventional tool. Making this
comparison early in the microtool
design effort is important if we are to
determine the relative counting time
for the two tools in a constant gamma
flux. If the microtool’s counting time
is excessively long compared with
that of the commercial tool, we will
have to increase the mass of the NaI
crystal in the final microtool design.

Figure 5 compares counts regis-
tered on a microtool detector assem-

bly with those of a commercial
logging tool over the energy range
of 100 to 2,000 keV. In this case,
there is no absorbing medium
between a bismuth-207 point source
and the respective tool housings; the
measurement is done in air. The
results show that the photopeak
efficiency of the microtool NaI
crystal is greater than 0.4 times that
of the commercial tool, reaching up
to roughly 1,200 keV and then
decreasing rapidly.

We designed a test setup to
compare the overall performance of
the microtool with that of a commer-
cial tool, while taking into account
the competing effects of increased
flux and reduced photopeak effi-
ciency, over a range of borehole
diameters, casings, and fluids. The
test setup consists of a potash-filled
barrel in which various combina-
tions of casing and gamma tools can
be easily inserted for spectral
gamma measurements. Once the
comparative measurements are
completed, we will be able to
determine the crystal mass required
for the microhole tool’s performance
to match that of the commercial tool.

Microhole Resistivity Tool. The
Cedar Bluff Group, a company
specializing in formation resistivity
measurements for the oil industry,
recently completed a comprehensive
review of all types of resistivity/
conductivity tools and the relative
merits of their use in microholes for
EES Division. They reviewed data on
focused and unfocused electrodes and
low- and high-frequency induction
logging tools.

Cedar Bluff identified the special
constraints imposed on tool design by
the 7/8 in.-diameter limitation and
analyzed the constraints, along with
estimating the performance limita-
tions of the various types of tools.
They found that, although electrode
tools are less affected by diameter,
they still present some significant
mechanical design challenges. Cedar
Bluff also reviewed the environmen-
tal factors affecting performance,
comparing the relative effects on
conventional and microhole resistiv-
ity logging of the following: drilling
muds, casing, post-completion
borehole fluids, invasion, and rocks
possessing conductivity extremes.

Figure 4. Relative Flux.
The figure shows the calculated relative
gamma flux incident (left) on a 7/8 in.
diameter sensor package in a 1-3/8 in.
microhole and (right) on a commercial
3-3/8 in. logging tool in an 8-1/4 in.
production well. Both tools are in open
boreholes filled with barite mud.

Figure 5. Count Comparison.
The figure compares total counts for 1-11/16 in. commercial and 7/8 in.-diameter
microhole gamma tools using a point bismuth-207 source. The source is located 4 in.
from the center of a NaI crystal in each tool. The length and radius of the crystals are
6 x 1 in. and 4 x 1/2 in., respectively.
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The small available cross-sectional
area in a microtool compels us to use
the higher-frequency induction tools
to compensate for the reduced
sensitivity of the small transmitting
and receiving coils. High-frequency
tools provide a higher resolution than
current commercial logging tools in
conventional-size wells. The Cedar
Bluff Group has recommended the
development of a high-frequency
induction tool consistent with current
state-of-the-art design in microhole
logging tools.

Microhole Seismic Array
Design, Fabrication,

and Testing

Our team, capitalizing on Input/
Output, Inc. (IOC) in-house
microelectromechanical systems
(MEMS) accelerometer technology,
designed, fabricated, and tested two
four-level, three-component seismic
arrays, which were based on a
successful prototype. To the best of
our knowledge, this is the first
reported use of the MEMS technol-
ogy for a borehole seismic array.

We substantially redesigned the
prototype 7/8 in.-diameter borehole
package, which provides initial
information on the performance of
the MEMS sensor, to serve as an
interchangeable sensor pod in a
multipod-array system. In collabora-
tion with Phillips Petroleum, we then
deployed the arrays to (1) demon-
strate that successful deployment in
and retrieval from microholes was
possible, and (2) evaluate the
potential contribution that data from
microhole arrays could make to
seismic-reflection surveying.

With respect to our first objective,
four 2-1/4 in.-diameter microholes
were drilled to depths of between 300
and 500 ft using the Los Alamos
coiled-tubing drilling unit. These
wells were cased by grouting in
1-1/4 in.-inside-diameter flush-joint
PVC tubing. A subcontractor to
Phillips Petroleum collected two-

dimensional reflection data simulta-
neously from conventional surface
geophone arrays and from the two
MEMS microhole arrays using IOC’s
System-2 data-acquisition equipment.
The arrays were successfully de-
ployed and retrieved without inci-
dent.

So far, borehole field data results
indicate comparable sensitivity;
however, these data also indicate a
lower signal-to-noise ratio than that
of nine-geophone gathers used in a
reflection line. Array noise levels
gradually declined with the depth of
each array pod, and the horizontal
array elements recording the elastic
waves showed lower amplitude
motion than did the verticals.

Conclusions

At this stage in our study of
microhole technology, we have not
found any fundamental technical
barriers either to the drilling of deep
microholes or to their instrumentation
for a variety of applications. Rather,
microhole technology appears to
offer the prospect of improved
subsurface measurements at greatly
reduced cost. �
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The ARM Program in the Tropical
Western Pacific

W. E. Clements (clements@lanl.gov) and L. A. Jones (EES-8), F. J. Barnes (EES-10), and M. D. Ivey (SNL)

The Department of Energy’s Atmospheric Radiation Measurement (ARM) program was created in 1989
as part of the U.S. Global Change Research Program. The overall goal of the ARM program is to

develop and test parameterizations of important atmospheric processes, particularly cloud and radiative
processes, that will be used to improve atmospheric models. This goal is being achieved using a combination
of field and modeling studies.

A key ARM precept is that
observers and modelers should work
together, using field data to develop
and validate parameters. ARM’s
objective is to produce measurements
suitable for testing parameters in a
sufficiently wide variety of situations
so as to span the range of climato-
logically relevant possibilities. To
accomplish this, we
need very detailed
measurements of
radiation and
optical properties at
the Earth’s surface,
inside the atmos-
pheric column, and
at the top of the
atmosphere.

ARM’s primary
observational
methods are remote
sensing of clouds,
water vapor, and
aerosols. It is
impossible to meet
ARM’s objectives, however, without
obtaining a large volume of detailed
in situ measurements, some of which
will have to be acquired from
manned or unmanned aircraft. In
addition, high-quality satellite
observations are needed to measure
the top-of-the-atmosphere radiation.

To obtain the required in situ and
surface-based remote-sensing data,
ARM has been making measure-
ments at three locales using atmos-
pheric radiation and cloud stations
(ARCS), as well as acquiring satellite
data from other programs. The three
locales, shown in Figure 1, are the

southern Great Plains of the United
States (SGP), the tropical western
Pacific (TWP), and the north slope of
Alaska and adjacent Arctic Ocean
(NSA/AAO). The TWP location, on
which we will focus, is managed by
the ARM TWP Program Office in
EES Division and began phased
operations in 1996.

The maritime continent area is
largely in the southwest, and the open
ocean area is in the northeast of the
locale. Climatologically, warm sea-
surface temperatures, deep and
frequent atmospheric convection,
high rain rates, strong coupling
between the atmosphere and ocean,
and substantial variability associated

with the El Niño-
Southern Oscillation
phenomenon
characterize the
locale. The relation-
ship between
climatic variability
in this region and
variability in other
areas of the Earth is
well known.

We are address-
ing three questions
in the TWP: radia-
tion budget and
cloud forcing, water
and energy budgets,

and ocean-atmosphere interactions.
The large geographic expanse of the
TWP, as well as logistical and
financial constraints, have influenced
our observational strategy, which
follows:
(1) Gather a long-time series of basic
observations at several locations that
will aid in understanding intraannual
and interannual variability of surface
radiation fluxes and cloud properties.
(2) Conduct intensive field cam-
paigns, which augment radiation and
cloud observations, to study the role
of deep convection in the tropics on
radiative processes.

Figure 1. Locations of the three primary ARM locales.

TWP

SGP

NSA/AAO

The SGP, which began operating
in 1992, covers approximately 55,000
square miles in north central Okla-
homa and south central Kansas. The
NSA/AAO began in 1997. ARM
plans to collect data in each location
for at least 10 years.

The TWP Locale

The TWP locale is a large expanse
of tropical ocean and maritime
continent, lying roughly between
10oS and 10oN latitude and from
135oE to 150oW longitude (Figure 2).
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(3) Devise and implement a strategy
for long-term measurements of ocean-
atmosphere properties and fluxes.

The first element of our strategy is
most important for two reasons: it
relates directly to the primary
scientific questions articulated by the
ARM Program, and it addresses the
lack of data on long-term radiation in
the TWP locale.

Atmospheric Radiation and
Cloud Stations (ARCS)

To study long-term radiation and
cloud properties, ARM uses ARCS,
which were designed to collect this
type of data. An ARCS system, which
is housed in custom modified 20-ft-
long sea containers, consists of an
integrated instrument set that meas-
ures the surface radiation balance,
surface meteorology, cloud proper-
ties, and some limited atmospheric
quantities. In addition to the suite of
scientific instruments, a station
contains data acquisition systems,
monitoring and control systems,
satellite communications, a backup
electrical generator, a hydrogen
generator, and other support equip-
ment. The ARCS system is self-
contained and designed to operate
semi-autonomously with a minimum
of on-site support.

The need to measure the effect of
tropical clouds and water vapor on
the surface radiation budget is the
main scientific driver for the set of
observations made by a station.
Table 1 summarizes the general
measurement categories and the
instruments used to obtain them.

Hourly health and status data from
the ARCS are transmitted via satellite
and are available on the Web. The
health and status data provide
information on how well the instru-
ments are performing and the
condition of support equipment. All
of the ARCS data are written to
magnetic tapes and periodically
shipped back to the United States.

Siting Strategy

An important property of the
climate in the tropical Pacific is a
strong east-to-west gradient in
various climate parameters, including
sea-surface temperature, water-vapor
column, and frequency of convection.
High sea-surface temperatures and
frequent deep convection characterize
the TWP. Toward the eastern Pacific,
there is a steady decline in sea-
surface temperature and a corre-
sponding decrease in the frequency of
convection. An El Niño is a deviation
from these typical east-to-west

gradients. Because of this longitudi-
nal structure and its variability, it
would be difficult to characterize the
climate of the TWP using a single
site. ARM plans to deploy ARCS at
three sites to sample the structure in
this region. Figure 2 shows the
existing and proposed locations of the
three TWP sites. The third site in the
eastern Pacific is currently on hold
pending scientific and budgetary
considerations.

The Manus Site

The first TWP ARCS site was
established in Manus Province,
Papua, New Guinea, in 1996
(Figure 2). This was the first site
selected because it is within the heart
of the Pacific warm pool and is
supported by the Papua National
Weather Service. The site is located
at their weather station at the Momote
airport on Los Negros Island at
2.060oS, 147.425oE (Figure 3).

The site is 6 m above mean sea
level, and all equipment is located
within the weather station compound
(Figure 4). Collection of data began
in October 1996.

The Manus site has been operating
and providing data to the ARM
Experiment Center for three years. A
global positioning rawinsonde system

Figure 2. The Tropical Western Pacific Sites.
This map of the equatorial western Pacific region shows the TWP locale and existing and proposed ARCS sites.

The ARM Program in the Tropical Western Pacific
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Figure 3. The Manus Site.
The ARCS site is located at the National Weather Service station at the Momote airport on Los Negros Island in Papua, New Guinea.
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was added in August 1997, and a
whole-sky imager was installed in
August 1998. The instrument suite
was completed in early 1999 with the
addition of a 35-GHz cloud radar.

The Nauru Site

The second TWP site was estab-
lished on Nauru Island at 0.521oS,
166.916oE in November 1998. We
chose this site because of its location
on the eastern edge of the warm pool
under La Niña conditions.

The site is located in the
Denigomodu (Denig) District on the
northwest shore of the island
(Figure 5) and is operated in collabo-
ration with the Nauru Department of
Island Development and Industry.

Nauru99 Campaign

During June and July of 1999, the
Nauru ARM site was host to the
Nauru99 Scientific Research
Campaign. Nauru99 was an interna-
tional study of climate in the vicinity
of Nauru Island in the TWP. Study
participants included the DOE, the
National Oceanic and Atmospheric
Administration (NOAA), the
Japanese Marine Science and
Technology Center, Airborne
Research Australia, and the Nauruan

Los Negros
Island

Table 1.  ARCS Measurements and Instruments.

Measurement Instrument

Surface Radiation
Balance

Up- and down-looking pyranometers and 
pyrgeometers

Sun-shaded pyranometer and pyrgeometer using 
solar tracker

Normal incidence pyrheliometer
Up- and down-looking 9–11-mm narrow-field-of-view

radiometers
UV-B hemispheric radiometer
Broadband (solar and infrared) net radiometer

Surface Meteorology Temperature and relative humidity sensor
Barometer
Optical rain gauge
Propeller vane anemometer
Sea-surface temperature measurement1

Cloud Properties Cloud lidar (523 nm)
Ceilometer (7.5-km maximum range)
35-GHz cloud radar
Whole Sky Imager (WSI)

Aerosol Optical Depth Multifilter rotating shadow band radiometer (total, 
direct, and diffuse irradiance in six 10-nm
channels)

Column Water Dual channel (23.8 and 31.4 GHz) microwave
radiometer

Vertical Structure
of Atmosphere

Rawinsonde
915-MHz wind profiler with RASS2

Atmospheric Emitted
Radiation

Atmospheric Emitted Radiance Interferometer
(AERI)1

1Nauru site only
2Operated in cooperation with NOAA’s Aeronomy Laboratory
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Government. The main goal of
Nauru99 was to improve our under-
standing of radiant heat transfer and
the effects of clouds on ocean
weather processes in the tropics using
land-, air-, and ocean-based measure-
ments. Nauru99 also collected data to
look at possible island effects on the
island-based measurements.

Educational Outreach

ARM also conducts an Education
Outreach Program in each locale to
complement local and regional
education in the areas of basic

The ARM Program in the Tropical Western Pacific

Figure 4. Manus Weather Station.
The ARCS installation at the National Weather Service station at Momote airport,
Manus Province, Papua, New Guinea.

science, meteorology, and
climatology. This program is
discussed in the Project Descriptions
section of this report. �
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Figure 5. The Nauru Site.
The map shows the Denig Site on the northwest shore of Nauru Island.
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The Atmospheric and Climate Sciences Group’s recent advances in numerical modeling of small-scale
phenomena in the atmosphere are based on two models, the HIgh GRADient applications model,

HIGRAD, and a physics-based wildfire-behavior model, FIRETEC. These codes have allowed us to simulate
atmospheric phenomena at very high spatial resolution on LANL’s supercomputers. Results from the
application of HIGRAD/FIRETEC have greatly increased our physical understanding of atmospheric flows
in the presence of strong heat sources and topographic obstacles. Specific examples, which are discussed
below, highlight these accomplishments.

Modeling System

The high-resolution, strong-
gradient applications model,
HIGRAD, solves the compressible
forms of the conservation equations
for mass, momentum, energy,
oxygen, and other chemical species
of interest in the atmosphere.
HIGRAD uses numerical techniques
that are fully second-order in time
and space, include monotonicity
constraints to handle the over- and
under-shoots associated with repre-
senting strong gradients numerically,
and minimize numerical diffusion
that tends to diminish steep gradients
with time.

Small-scale physical processes
relevant to wildfires are represented
in the FIRETEC combustion/
turbulence-closure model. FIRETEC
was developed to simulate wildfire
behavior by representing the underly-
ing physical processes that control
wildfires (coupling atmospheric
flows with large heat sources,
mixing-limited chemical reactions,
transport of reacting chemical
species, etc.). FIRETEC also incorpo-
rates a turbulence transport scheme
that represents the turbulence
generated by the vegetation. It
accounts for the microscopic details
of a fire with macroscopic resolution
by dividing quantities into mean and
fluctuating parts similar to the
approach used in traditional turbu-
lence modeling. These divided

quantities include fuel, wind, and gas
concentrations.

Combining these two models into
HIGRAD/FIRETEC allows simula-
tion of dispersion of atmospheric
pollutants associated with wildfires
or other sources. The numerical
techniques used make HIGRAD/
FIRETEC especially useful for
modeling circumstances such as
abrupt changes in either boundary
conditions (e.g., the complex terrain
of the LANL site or of an urban
area—surface boundary conditions)
or internal-state variable structures
(e.g., strong temperature inversions in
the atmosphere). Three examples of
HIGRAD/FIRETEC applications are
discussed below.

Using Spatial Fuels Data to
Investigate Wildfires

In one of the more interesting tests
of HIGRAD/FIRETEC applied to
real wildfires, we simulated a small
portion of the 16,000-acre Calabasas
fire that occurred on 21 to 22 October
1996 in the Santa Monica Mountains
of Los Angeles County, California.
Our simulation was limited to an
intense fire—a blowup—that oc-
curred in an isolated canyon around
noon on 22 October. Overall, the
Calabasas incident was a typical
Santa Ana wind-driven conflagration
that burned from Highway 101
southwestward to the Pacific Ocean

on 21 October. That night, however,
the offshore winds eased, allowing
residual fire lines to be affected by
the normal onshore sea breeze during
the morning of 22 October.

Our study area, Corral Canyon, is
a north-south oriented 4-km-long
watershed running between the crest
of the Santa Monica Mountains
(~700 m above sea level) and the
Pacific Ocean. At the bottom of the
canyon is a narrow riparian corridor
resistant to burning. At the time of
the Calabasas fire, the steep slopes of
the canyon were densely covered in
typical coastal chaparral vegetation.

 We used AVIRIS, an aircraft-
borne remote sensing spectrometer
that images some 220 wavebands in
the visible and near-infrared portions
of the spectrum, to create the appro-
priate model data sets related to the
spatial variability of these fuels
(Figure 1). Differential analysis of
reflected sunlight in these wavebands
allows discrimination of surface
properties, including types of ground
cover and, thus, fuels.

This study constituted one of the
first attempts to use the HIGRAD/
FIRETEC model with both “coarse”
resolution and real topography. The
model resolution was 10 m in the
horizontal and 5 m in the vertical—
considerably coarser than our
idealized fire simulations that use
resolutions of 2 m or less. For
computational efficiency, we
stretched the vertical coordinate over
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26 layers following a geometric
progression, which established the
model top at 1.3 km. The simulation
domain was a 1.27-km (128-grid-
cell) square, and it incorporated a
topographic slice through the bottom
of Corral Canyon at 10-m resolution
for the lower boundary.

The Calabasas fire burned near the
bottom of the canyon during the late
morning of 22 October, driven by
weak sea breezes. Just after noon, a
fire blowup occurred on the steep
slopes of the Malibu Bowl, halfway
up the canyon. Several firefighters,
protecting a subdivision at the top of
the Bowl, were overtaken by flame
lengths in excess of 100 ft during the
fire blowup, and one firefighter was
severely burned.

Our HIGRAD/FIRETEC simula-
tion was able to capture many
features of the actual fire behavior as
related by firefighting professionals
on the scene. Figure 2 shows that our
simulated fire raced up the steep
slopes of the Malibu Bowl after
smoldering in the riparian fuel at the
bottom of the canyon for 17 min

following ignition. Over the course of
15 min, our simulated fire progressed
rapidly up the ridgeline at the right
edge of the bowl, exactly where the
firefighter, defending a home, was
severely burned by the real fire. Next,

our simulated fire burned out the
entire Malibu Bowl in the following
5 min, exhibiting extreme behavior in
terms of flame lengths, vertical
velocities, and fire temperatures. Our
results are consistent with observa-
tions and with the aftermath of the
fire, in which the lush vegetation
within the Bowl was reduced to
mineral ash, indicating the intensity
of the burn.

HCl Dispersion from a
Shuttle Abort Scenario

A second application of HIGRAD/
FIRETEC, one that we hope will
never represent real circumstances,
concerns both fire and the dispersion
of its combustion products. In this
study, we used the combined model
to examine the emissions associated
with a potential catastrophic abort of
a launch of the NASA Space Shuttle.

 Abort procedures within the first
20 s after launch would result in an
explosive fragmentation of the
Shuttle’s solid rocket boosters. In
such a scenario, the hazards associ-
ated with emissions from the burning
booster, which would produce

Figure 1. Fuels in the Corral Canyon Study Area Derived from AVIRIS Data.
The black (unburnable) area represents an asphalt road on a ridge to the west of the
Malibu Bowl and housing developments on the north rim of the Bowl. The various fuel
species are collectively termed “chaparral” in local terminology. The riparian corridor
where the fire ignited is not shown here. This area is represented in three-dimensional
perspective in Figure 2.

Figure 2. FIRETEC Wildfire Simulation.
In these snapshots, green represents unburned vegetation, black represents completely
burned areas, and the other colors are keyed to model temperatures of the simulated
Corral Canyon portion of the Calabasas fire. The progression of the fire in this simula-
tion corresponds to (qualitative) observations by firefighting professionals at the scene.
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hydrochloric acid (HCl) gas, pose a
potential exposure risk to launch
visitors and nearby communities, a
true cause for concern. To evaluate
this potential risk, we simulated the
abort scenario and analyzed the
dispersion of HCl released after the
rocket booster fragments reached the
ground. This analysis was conducted
under the guidance of the NASA
Biomedical Office at the Kennedy
Space Center.

To address the concerns about the
potential HCl hazard, we developed a
worst-case scenario that included
identifying weather conditions to
evaluate the predicted size and shape
of the solid rocket booster debris
field, the burning characteristics of
the booster, and the HCl emissions
and their transport. HIGRAD/
FIRETEC was then used to simulate
the atmosphere’s response to the
intense heat emitted by the burning
booster fragments. We also simulated
emission of HCl in the gaseous and
aqueous phases in the vicinity of the
shuttle launch pad and subsequent
transport downstream toward the
NASA causeway and Port Canaveral.
To make these simulations as
accurate as possible, we developed
representations in HIGRAD/
FIRETEC for (1) the production of
heat and HCl emitted from the rocket
booster fragment distribution
patterns, (2) the depletion of the
fragments with time, and (3) the
deposition of HCl on vegetation and
water surfaces.

The simulation itself was divided
into two parts, each representing a
different phase of the transport of
HCl from the burning fragments to
points of interest downwind. The first
part consisted of modeling the
emission of gas (HCl and other gases)
and heat from the rocket fragments
and the atmospheric response to these
emissions. This near-field simulation
required high resolution (~20 m) to
capture the strong buoyancy-driven
flows resulting from the heat released
by the fragments. The physical
domain for this part of the analysis

was taken to be 4.8 km along-wind
by 4 km across-wind by 10 km high.

Figure 3 shows a snapshot of the
HCl plume from the near-field
simulation when the discrete frag-
ment emission pattern is combined
with real meteorological conditions
from 23 November 1995, a day
chosen to enhance our simulation of a
worst case. The two features of
interest are the significant amount of
the plume that is trapped near the
ground and between about 900 and
1,000 meters above the ground. This
trapping, associated with two strong
atmospheric temperature inversions
at these levels, is similar to that seen
in nighttime pollution episodes in
urban areas.

The second part of the simulation
consisted of modeling the far-field
transport of gaseous HCl downwind
after the booster fragments finished
burning and the atmospheric response
relaxed from the strong vertical
motions associated with the burning
process. To simulate this downwind
transport required a larger physical
domain, approximately 28 km along-
wind by 12 km cross-wind by 10 km
high. Consequently, we used coarser
horizontal grid resolution than in the

near-field case. In the far-field
simulation, it was also important to
consider additional processes
associated with transport of the HCl
downwind, particularly the deposition
of HCl onto the vegetation. Based on
the initial near-field dispersion and
the deposition and dilution processes
in the far-field domain, we were able
to conclude that HCl concentrations,
even in a worst case such as we used,
would be below Environmental
Protection Agency (EPA) hazard
levels.

Building Flow Simulations

This third application of the
HIGRAD/FIRETEC microscale
atmospheric modeling system
illustrates both the model’s flexibility
and its robust character. Although this
application does not involve fire, the
turbulence closures in FIRETEC play
an important role in the results of this
study, in which we investigate the
dispersal of atmospheric contami-
nants within the urban environment.
We focus here on the equivalent of
the near-field results discussed in the
last section; additional work, the

Figure 3. Near-Field Simulation of Shuttle Abort.
The HCl cloud is depicted using its 20-points-per-million isosurface in the near-field
domain shortly after the Shuttle abort process. In this simulation, the large-scale wind
field blows from right to left, spreading the cloud downwind from its ignition point (the
blackened area near the “coast”). The areas of widespread HCl near the surface and at
the top of the cloud are associated with temperature inversions in the meteorological
conditions used.
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analog of the far-field study dis-
cussed above, is in progress.

In preparation for the 2002 Winter
Olympic Games to be held in Salt
Lake City, Utah, we have simulated
the effects of a release of an unspeci-
fied agent at the Delta Center, the
Olympic skating venue. In the event
of a release of a chemical or biologi-
cal agent at such a large indoor event,
the pollutant would diffuse through-
out the interior of the building and
would likely be exhausted to the
atmosphere through the heating,
ventilation, and air-conditioning
ducts, thus exposing the population
in the vicinity of the building. Our
work does not concern dispersion in
the interior of the Delta Center;
rather, we have specified a continu-
ous release of a passive tracer for a
finite duration at the location of the
air-conditioning vents as a way to
investigate subsequent transport in
the atmosphere outside the building.

These near-field simulations
(Figure 4) use a single building on
flat terrain in neutral atmospheric
stratification. The dispersion shown
is non-Gaussian with a substantial
amount of the tracer trapped in the
building recirculation zone. The
concentration contours that seem
unconnected with the building wake
region are caused by the vents
located on the upstream side and
transport over the building. These
results show that significant variabil-
ity in concentration of hazardous
agents could be located in the lee of
the building for extended periods.

Validations. To validate these
simulations and provide a basis for
confidence in more complex simula-
tions that include several buildings
(the far-field case), we have com-
pared HIGRAD/FIRETEC results
with wind-tunnel experiments. These
model validation runs used data
obtained from a recent EPA wind-
tunnel study of the flow field around
a two-dimensional array of
“buildings.” These buildings con-
sisted of seven evenly spaced

rectangular blocks of equal height
(H) and downwind length of 0.15 m.
The spacing between each building
row was H, and the building rows
spanned the horizontal (cross-wind)

extent of the wind tunnel. A neutral
atmospheric boundary layer was
simulated in the wind tunnel by
stirring the flow with spires and floor
roughness elements upstream of the

Figure 4. Near-Field Simulation of Building Flow.
The figure shows the transport and dispersion of pollutants downstream of a single
building. Sources are located on all sides of the building, and some of the patterns here
that appear unconnected to the wake are associated with transport over the building
and back to the ground level.
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Figure 5. Wind Tunnel and HIGRAD Simulations of Flow Over Buildings.
The HIGRAD simulation shown here (bottom) reproduces the actual wind-tunnel geometry (top) using a downstream grid size of
1.5 cm. In addition to reproducing the overall flow pattern, HIGRAD captures such features as the structure of the turbulent kinetic
energy and the flow recirculation upstream of the left-most building. (Wind-tunnel data courtesy of U.S. EPA.)
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building array. High-resolution
measurements of the three compo-
nents of mean and turbulent velocity
statistics were made with a pulsed
wire anemometer at various heights
within each “canyon” between the
buildings, above each building, and
upstream and downstream of the
building array.

To simulate the wind-tunnel
experiments, we used a domain size
of 5.4 m in the along-flow direction
and 1.4 m in the vertical direction
with a 360 × 1 × 51 grid. The
downwind resolution was constant,
and vertical grid varied from 0.05 H
near the bottom of the domain to
0.1 H near the top. The inflow profile
of the mean velocity for the simula-
tions was determined from the wind-
tunnel data, and HIGRAD simula-
tions were integrated for a time span
of 1 min with a time increment of
0.001 s.

Figure 5 shows a crosssection
down the longitudinal centerline of
the observed turbulent kinetic energy
and mean wind vectors, which
reveals the overall flow pattern. The
figure shows a flow separation and
corresponding recirculation over the
first building rooftop. There is no
similar recirculation over the other
buildings. There are well-developed
clockwise rotating vortices in each of
the canyons. The turbulent kinetic
energy peaks at the upwind edge of
the first building and is largest above
the canyons. Interestingly, the
modeled turbulent kinetic energy is
similar to that observed turbulent
kinetic energy in pattern and magni-
tude despite the two-dimensional
nature of the simulation.

The modeled flow field matches
the wind-tunnel observations reason-
ably well. For example, a small
recirculation zone upstream of the
first building is simulated, as ob-
served in the wind tunnel study. The
model simulation also reproduces the
flow separation and recirculation at
the top of the first building. These
features are not evident for the other

Advances in Microscale Atmospheric Modeling

buildings. Well-defined clockwise
rotation in the canyons is also evident
for the model simulation and wind-
tunnel observations. These results
have given us confidence to proceed
in using the HIGRAD model as a tool
to simulate urban dispersion effects
for assessment and prediction
purposes in real urban environments.

Conclusions

Simulating atmospheric phenom-
ena involves addressing processes on
a wide variety of spatial scales. The
discussion here is concerned with
micrometeorology simulations for
which computational domains of
100 km2 and less are appropriate. To
simulate realistically processes
associated with dispersion of con-
taminants and with combustion in
wildfires, it is necessary to use
computational techniques that can
adapt to high gradients of both state
variables and boundary conditions.

The LANL-developed model we
call HIGRAD was designed specifi-
cally to include such gradients; in
addition, it can be configured to
compute the effects of the compress-
ibility of air and the heating associ-
ated with absorption of sunlight and
terrestrial radiation. This feature
makes it suitable for simulating
wildfires and dispersion of contami-
nants associated with heat sources
(such as the NASA simulation
discussed above) and with the
complex lower boundary condition of
the urban environment.

The model’s versatility is high-
lighted in this discussion with results
from simulations on domains from 1
to 108 m2. Its application to the real-
world problems of wildfire and of
urban dispersion is continuing and
provides a full-physics benchmark for
simpler parametric models. �
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Interactions between the Earth’s surface and its atmosphere play a fundamental role in a variety of
processes of interest to EES Division. The exchange of water between plant communities and the

atmosphere, in particular, is an important component of the climate system, and to a large degree, this
exchange controls the local recycling of precipitation. In addition to the more traditional measuring
techniques and modeling studies that are used in EES, we are using an advanced remote sensing system, a
scanning Raman lidar, to understand the role of evapotranspiration, the process by which plants exchange
water with the atmosphere.

Lidar, the optical equivalent of
radar, is used in a variety of atmos-
pheric science applications; the Los
Alamos Raman system is designed to
measure water-vapor concentrations
at short-to-medium distances. This
discussion of the Raman lidar’s
application to evapotranspiration over
the San Pedro River riparian area in
southern Arizona is an introduction to
the instrument’s capabilities.

Instrument Description

The Los Alamos Raman water-
vapor lidar is based on the Raman
technique pioneered in the 1960s and
extended for daytime, solar-blind
operation in the 1980s. In Figure 1
we see a photograph of the Los
Alamos Raman lidar being set up for
operation in Arizona. The device
operates by emitting a pulsed,
ultraviolet laser beam. The laser light
is absorbed by nitrogen and water
vapor molecules and re-emitted in
their Raman bands. The lidar system
then collects this “Raman-scattered”
light and converts it to an electrical
signal. The system operates in the
solar-blind region of the spectrum
using krypton fluoride as the lazing
medium to obtain light at 248 nm.
The Raman-shifted nitrogen signal
returns at 263 nm, and the Raman-
shifted water vapor signal returns at
273 nm. Simultaneous measurement

Figure 1. The Los Alamos Raman Lidar.

of the water-vapor and nitrogen
signal returns provides a simple
method for obtaining absolute
measurements.

Because nitrogen is by far the
most abundant atmospheric gas and
because its concentration is relatively
invariant, dividing the Raman-shifted
return signal from water vapor by that
of nitrogen normalizes each pulse and
corrects for first-order atmospheric
transmission effects, pulse-to-pulse
laser variations, and telescope field-
of-view overlap with the laser beam.
The normalized returns are then
proportional to the absolute water-
vapor content of the air. A correction
is required to account for the differ-
ential atmospheric attenuation
between the nitrogen and water-vapor
wavelengths.

The typical maximum horizontal
range for the lidar is approximately
700 m when scanning, with a
corresponding spatial resolution of
1.5 m over that distance. The upper
scanning mirror allows three-
dimensional scanning in 360o in
azimuth and ±22o in elevation. The
uncertainty in the water-vapor mixing
ratio is typically measured to be less
than 4%.

Spatial Variations of
Water Vapor

Here we present selected lidar-data
analyses as vertical lidar scans of
water-vapor concentration (in the
form of mixing ratio) and as vertical
profiles of water vapor derived from
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the scans. The vertical scans repre-
sent vertical/horizontal cross-sections
of the structure of atmospheric water
vapor. Our analysis focuses on
measurements over a cottonwood
canopy versus measurements over the
adjacent grass-shrub cover.

Water Vapor over a Canopy. In
1997, the Los Alamos Raman lidar
system was fielded as a part of the
Semi-Arid Land-Surface Atmosphere
Experiment (SALSA) for the San
Pedro Project in Arizona. The site
chosen for this field study included
both grassland/scrub areas and the
cottonwood-bosque riparian area
adjacent to the San Pedro River.

A cursory inspection of some of
the lidar data obtained reveals
interesting properties of the cotton-
wood-canopy/surface-layer interface,
when compared with the atmosphere
above the relatively flat grass-
mesquite-sacaton region adjacent to
the San Pedro riparian corridor. An
example of a time series of vertical
scans acquired between 0913 local
standard time (LST) and 1436 LST
on August 11, 1997, illustrates the
spatial patterns and distribution of
water vapor mixing ratio in 1.5-m,
range-resolved pixels. The variations
in color in the images of Figure 2
show high mixing-ratio values in red
and low values in blue. The vertical
scans are composed of 42 individual
scan lines in which each scan
required 0.75 s. Thus, it took about
32 s to complete and save each
image. The lidar return signal from
the cottonwood trees was substan-
tially larger than the atmospheric
signal and saturated the detectors;
therefore, the returned signal from
the leaves, stems, and trunks can be
separated from the atmospheric signal
by using a simple threshold. By
setting all mixing-ratio values above
16.8 g/kg–1 as canopy signal and all
values below 16.8 g/kg–1  as “atmos-
pheric” signal,  the canopy appears as
solid red in the Figure 2 images.

Figure 2. Lidar Scans over Cottonwoods and Grassland.
These scans show vertical cross sections of water vapor above the San Pedro River
cottonwood bosque for a series of times indicated as local standard time (LST).

The black regions on the images
are areas for which the water vapor
mixing ratio is below 10.5 g/kg–1, the
reading associated with the bottom-
most color on the legend. When the
return signal is less than 14.0 g/kg–1,
patterns emerge from the data, as can
be seen in the unstable regions above
the surface and the canopy.

Microscale convective structures
above the canopy are seen as
“bubbles” of high-mixing-ratio air
presumably interacting with the
relatively drier air from above, such
as the structure at 430 m range and
starting at 30 m height in the
0913 LST scan. At the time of this
measurement, the wind was nearly

perpendicular to the lidar line of
sight. Over a green ash orchard, the
lidar observed similar convective
structures that were closely related to
intermittent features, including
“ramps.” The high-mixing-ratio
features over the mesquite-sacaton
area are 2 to 3 g/kg–1 drier than those
over the cottonwood canopy. Interest-
ingly, these features appear primarily
in the morning and decrease in
frequency until they disappear at
midday; after about 1330 hours LST,
they begin reappearing. We still do
not know if these structures are due
to dynamics above the canopy or to
canopy-atmosphere interactions such
as sweep-ejection phenomena.
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A more traditional method for
displaying and analyzing the lidar
data would be in the form of vertical
profiles of water vapor extracted
from the scans. We made one-
dimensional profiles with 32-s
averaging times by sorting the range
pixels by their associated height bins
from an individual scan shown in the
Figure 2 cross sections. Thus, all
range pixels from a given region that
fell into a specified height range (e.g.,
from 0 to 0.5 m in elevation) can be
displayed as mixing ratio versus
height. We extracted two 25-m-wide
sections from the 0913 LST scan in
Figure 2 at positions over both the
grass-mesquite-sacaton association
(at ranges between 300 and 325 m)

Figure 3. One-Dimensional Water-Vapor Profiles.
These vertical profiles from Figure 2 are of (A) water-vapor mixing ratio over grassland between the surface and to a height of about
35 m from the leftmost part of the Figure 2 images and (B) the ratio over cottonwoods between the tree tops and about 70 m.
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and the cottonwoods (between 425
and 450 m). The grass was in the near
field of the scan, limiting the height
of the profile to 35 m. The sixteen
1.5-m lidar values per height bin in
these 25-m scan widths provide the
data points of the profiles in Figure 3.
Although the average mixing ratio is
similar for the two regimes, there is a
substantially larger variability at a
given height over the cottonwoods.
Both regimes exhibited an undulating
structure with height, reflecting some
of the coherent structures visible in
the image in Figure 2. Figure 3
suggests that over both regimes the
size of these structures is similar,
approximately 20 m. The plumes
observed in Figure 2 create the

moistening observed 10 to 15 m
above the canopy in the profiles of
Figure 3; as these plumes decay in
height, the profiles show these higher
regions as “dry.”

The most pronounced difference
between the two profiles in Figure 3
is the variability of function of height
above the canopy. While the mean
mixing ratios for the grass and
cottonwoods are only about 0.5 g/kg–1

apart, the range of values at a given
height is approximately 2.5 times
greater for the cottonwoods than for
the grass. This difference shows that
water vapor from the cottonwood
provides greater atmospheric input
than does water vapor from
the grassland.

Vertical profile
over grassland

Vertical profile
over cottonwoods
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Closing Comments

Understanding mixing processes
in the atmospheric boundary layer
and how they are influenced by—and
influence—surface/atmosphere
exchange processes is critical to
understanding the Earth’s hydrologi-
cal and carbon cycles and the climate
itself. Although numerical models
provide great insight into these
mixing processes, direct observations
add a new dimension to our studies.
The Los Alamos Raman lidar system
can directly measure small-scale
variations in atmospheric water
vapor. Those variations are closely
tied to the mechanisms of
atmospheric mixing.

As shown by the example pre-
sented here, water vapor in the lower
atmosphere is influenced strongly by
the character of the Earth’s surface
itself, in this case by the differences
between cottonwood canopies and
grasslands. The greater evapotranspi-
ration rates from the canopy in the
SALSA experiment are reflected by
higher water-vapor mixing ratios
above the canopy. In addition, the
scales of the mixing processes are
shown by the sizes of the bubbles of
high-mixing-ratio air and by the
bubbles’ progression in time.

We are conducting additional field
studies using the Raman system. For
example, we are participating in the
DOE-funded vertical transport and
mixing experiment, in which noctur-
nal mixing processes in the atmos-
phere above Salt Lake City are being
studied. We are also conducting a
variety of observational campaigns to
promote understanding of evapo-
transpiration processes from various
types of ground cover. These sets of
measurements will address questions
about the efficiency of water reten-
tion of various biomes, the differ-
ences between daytime and nighttime
mixing processes (and the behavior
of the transition between the two
regimes), and the effects of these
mixing processes on the transport and
fate of atmospheric pollution. �
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Figure 1. Technical Area 16.
Map showing the location of the TA-16-260 outfall and nearby features. Inset shows the location of TA-16 at LANL.

Hydrogeochemistry of Contaminated
Springs at TA-16

B. Newman (EES-10, bnewman@lanl.gov), D. Hickmott (EES-6), E. Ludwig (EES-10), and S. McMillan (EES-6)

Deep drilling at Technical Area (TA) 16 at LANL recently revealed high explosives (HE) contamination
at depths from 750 to 1500 ft, including in the regional aquifer. The levels of HE are over 40 times the

Environmental Protection Agency lifetime health advisory for the HE RDX (cyclotrimethylenetrinitramine).
This discovery has heightened concerns among members of the public, neighboring Indian pueblos, and
other stakeholders about groundwater contamination from Laboratory operations. In addition to HE, barium
and nitrate contamination are also of concern at TA-16. We are determining the extent of contamination and
investigating the processes that control contaminant concentrations in the TA-16 mesa and canyon
environments.

Based on extensive interviews
with site personnel and widespread
environmental sampling, we deter-
mined that the most significant
source of HE contamination appears
to be outfall from the HE-machining
building, TA-16-260 (Figure 1). Total

HE levels in soil at this site range to
over 20 weight percent (wt%). To
reduce the concentrations of HE
available for transport, the contami-
nated soils have been excavated and
staged for off-site disposal.

Because water is the most likely
medium by which the HE constitu-
ents may affect human or ecological
receptors, the crucial scientific
question associated with the environ-
mental investigations at TA-16
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concerns how water and its associ-
ated contaminants move through the
hydrogeologic system in this area.
We have addressed this question in
our study.

A conceptual model of likely fluid
flow paths at TA-16 is shown in
Figure 2. Water in three springs
(sanitary wastewater system consoli-
dation [SWSC], Burning Ground, and
Martin), the Cañon de Valle alluvial
system, and deeper groundwater in
well R-25 is contaminated with HE.

At this time, we are focusing on
understanding the shallow (less than
200-ft depth) hydrologic system as it
manifests itself in the springs and
seeps located in Cañon de Valle and
Martin Canyon. We are using
measurements of spring water
chemistry, spring flow rates, and
stable isotope compositions to
determine (1) the principal recharge
locations for the TA-16 springs (and
by inference the recharge locations
for the deeper hydrologic systems),
(2) the nature of temporal variability
in both natural and anthropogenic
constituents in springs, and (3)
whether contaminant concentrations
are decreasing or increasing with the
passage of time.

Water Chemistry and
Flow Rates

Data on spring flow rates and
water chemistry provide information
on the hydrologic systems and
pathways that feed the springs. The
water chemistry of a spring reflects
local precipitation and interactions
with soils and rocks along the flow
paths that feed the spring. A spring
system that shows little change in
flow or chemistry over time is
typically interpreted to represent a
well-mixed system with little
seasonal variation in recharge
sources. A more dynamic spring
system reflects differing proportions
of water sources such as diffuse
recharge, spring snowmelt, mon-

soonal water, and anthropogenic
discharge.

Our observations suggest that the
water chemistry of the TA-16 springs
is typical of springs in the arid and
semiarid Southwest, particularly
those associated with evolved
volcanic rocks such as those found in
the Jemez Mountains. All the springs
at TA-16 are low-ionic-strength
calcium-bicarbonate, mainly because
of the high pH in local soil, wide-
spread occurrence of carbonate, and

preponderance of Ca-K rich volcanic
rocks and soils.

Temporal Variations. Both flow
rates (Figure 3) and concentrations
(Figure 4) of naturally occurring and
anthropogenic compounds in the
TA-16 springs vary with the seasons
and with high-precipitation events.
Not surprisingly, flows are highest
following spring snowmelt and the
summer monsoonal rains. Burning
Ground Spring has the highest annual

Figure 2. Water Transport.
Diagram showing a conceptual model for water transport at TA-16 (and by inference,
associated HE and barium contamination).
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Figure 3. Water Flow.
Flow rates in cubic feet per second (cfs) at SWSC, Burning Ground, and Martin Springs
between 1997 and 1999.
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flow of the three; however, our
analysis of the frequency distribution
of average daily flow at Burning
Ground indicates that it has a narrow
range of flow rates, and the normal-
ized standard deviation of flow rates
is the lowest of the three. In contrast,
the SWSC Spring and the highest
normalized standard deviation of
flow rates. Our data indicate that
SWSC Spring has a more variable
flow behavior than Burning Ground
Spring. Martin Spring has the lowest
flow rates of the three. Our data for
Martin Spring show a continuous
range of flow rates and an intermedi-

ate normalized standard deviation.
The flow variations (or more

specifically, changes in recharge that
cause flow of water to vary) affect
the chemistry of the spring waters as
well. The water chemistry varies with
the extent of dilution during high-
flow periods and the pathways taken
by recharge. This variation takes
place because different parts of the
vadose zone are sampled as saturated
zones grow and shrink during
recharge (Figures 3 and 4). For
example, recharge can increase
dissolved oxygen in the spring
waters, thus altering redox condi-

tions. The variability of the redox
conditions is likely responsible for
some of the observed concentration
variations in redox-sensitive species
such as iron, and it also has implica-
tions for the breakdown of nitrate
and HE.

Spring-Water Chemistry
Comparisons. To examine the
overall chemical behavior of the
springs and evaluate differences
between them, we developed correla-
tion matrices for 39 chemical
parameters (including pH and
temperature). Our results show
generally similar correlations of
chemical parameters between the
springs, although there are some
important differences in actual
concentrations of the chemical
parameters between the springs. The
correlations between the major anions
and HE species are statistically
significant, which is evidence that the
HE species are behaving conserva-
tively (i.e., they are highly mobile).
All the springs have elevated nitrate
concentrations, and nitrate correlates
significantly with HE and barium, the
two main anthropogenic sources of
nitrate at TA-16. Barium concentra-
tions are also elevated, and barium is
correlated with the other major
cations.

Burning Ground and SWSC
Springs have relatively small differ-
ences in chemistry, which reflects
their close proximity and implies that
they are part of the same flow system.
As noted above, there are some
differences in their flow behavior that
reflect different degrees of connectiv-
ity to the saturated zone and the
different fast recharge pathways from
which the two springs receive water.
There are significant differences
between the chemistry of Martin
Spring versus Burning Ground and
SWSC Springs. Martin Spring has
greater boron, HE, nitrate, and sulfate
concentrations (as well as other
chemical constituents) than both
Burning Ground and SWSC Springs.
In addition, Martin Spring has higher
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stable isotope (δ18O and δD) values
than the other springs. The different
flow behavior and chemistry in
Martin Spring suggests that Martin
may be part of a different flow
system than SWSC and Burning
Ground Springs or that it has an
additional recharge source that is
large enough to shift the spring
chemistry away from that of the
other springs.

Barium Colloids. A systematic
bias occurs in barium concentrations
for all three springs, where unfiltered
barium concentrations are higher than
filtered (0.45-mm filtration). This
bias suggests that some of the barium
inventory is being transported as
either barite colloids or as sorbed
barium on other colloidal minerals.
Our geochemical modeling results
using the code PHREEQC (Parkhurst
1995) suggest that barite (BaSO

4
)

colloids may be precipitating in the
spring waters. The geochemical

modeling results and filtered versus
unfiltered analyses also suggest that
iron and/or alumino-silcate mineral
colloids may be precipitating in the
springs. These minerals may act as a
substrate for barium adsorption.

Tracer Study Results. We applied
a potassium bromide tracer in the TA-
16-260 outfall (Figure 1) during April
1997 and observed bromide break-
through in SWSC Spring during
August 1997 (Figure 4). This
observation confirms the connection
of the contaminated soils in the TA-
16-260 outfall and the contamination
in the springs.

The bromide tracer results suggest
that fluid flow and contaminant
transport are influenced by fractures.
The nature of the bromide break-
through suggests fluid flow through a
porous media with a bimodal perme-
ability distribution. The intermittent
nature of the bromide peaks suggests
a heterogeneous system and may

Figure 4. Bromide and Other Anion Concentrations.
The plots show constituent concentration (unfiltered data) versus time for the three springs.
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reflect hydrologic dispersive effects.
The rapid breakthrough (less than
6 months) is incompatible with flow
through a homogeneous porous
media with unsaturated hydraulic
conductivities similar to those
measured in the Bandelier tuff at
TA-16 and suggests that fracture flow
is an important recharge process.

Stable Isotopes and Tritium.
Hydrogen (including tritium) and
oxygen isotopes are excellent tracers
of hydrologic processes. Hydrogen
and oxygen stable isotope ratios and
tritium activities can be measured
accurately using modern spectromet-
ric techniques. In low-temperature
environments, the isotope ratios of
hydrogen and oxygen are not
strongly influenced by interactions
with soil or rock matrix. Hence,
stable-isotope ratios are extremely
sensitive indicators of recharge
source and of fluid-mixing processes.
Stable isotope data are typically
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expressed in delta (δ) notation in
permil (‰) units.

Our measurements of oxygen
stable isotope compositions in local
precipitation show both seasonal and
shorter-term variations. Summer
monsoonal storms generally have
higher δ18O values than winter storms
or snow. In addition, δ18O can vary
significantly (by up to 10‰) between
individual precipitation events. This
variability reflects the multiple
precipitation sources that affect the
Jemez Mountain region.

In contrast, the oxygen isotope
compositions of the three springs
vary less than local precipitation.
SWSC and Burning Ground Springs
vary by at most 3‰ in δ18O and
Martin Spring varies by at most 5‰.
This damping of the oxygen isotopic
signature reflects the mixing and
dispersion that occur between
recharge and discharge in the springs.
However, most well-mixed springs
show even less annual variability in
δ18O, suggesting that the time frame
of flow for the springs is short (less
than a few years). Our preliminary
mixing model calculations suggest
that a large proportion (>30%) of the
increased flow in response to some
precipitation events is new water. In
other words, significant amounts of
water recharge the spring systems
and are discharged within 24 hours of
a given precipitation event. These
data reinforce the concept of fast
pathways and suggest that spring
residence times are relatively short.
Work is currently underway to
examine the spring residence times
more thoroughly.

The stable oxygen isotopic data
also show strong similarities between
the SWSC and Burning Ground
Springs and suggest that Martin
Spring has different recharge sources.
As well as having a damped annual
signal relative to Martin Spring,
SWSC and Burning Ground Springs
also are consistently lower in δ18O
than Martin Spring. A particularly
important feature of the hydrogen and

Hydrogeochemistry of Contaminated Springs at TA-16

oxygen isotope compositions of
precipitation is that they vary linearly
with elevation. Higher-elevation
precipitation has lower average
isotopic values than lower-elevation
precipitation. Because of this linear
relation with elevation, spring stable-
isotope compositions can be used to
estimate recharge elevations. Using a
simple (non-mass flux weighted)
average, these data suggest that the
recharge zone for the mass of water
seen at Martin Spring may be about
900 ft lower in elevation than that for
the other two springs. It is also
possible that Martin Spring has
received recharge from an evaporated
source such as ponds on the mesa top.
This type of input will result in an
estimated recharge elevation that is
too low. In any case, the difference in
stable isotopes between Martin and
SWSC/Burning Ground Springs is
consistent with the major ion and
contaminant data discussed above
and supports a difference in
recharge sources.

Tritium (3H) can be used to trace
young groundwater signatures
because it has a short half-life
(12.4 yr) and because it was produced
during atmospheric nuclear testing
during the 1950s and 1960s. All three
springs contain elevated tritium (29–
43 tritium units), suggesting young
recharge sources. Assuming a piston-
flow regime (Blake et al., 1995), the
tritium model ages are less than
30 yr. However, this is a maximum
age estimate, and ages are likely to be
less than 5 yr.

Conclusions

Stable isotope, tracer, and water
chemical data all suggest that the
TA-16 springs are fed by complex
hydrologic systems that tap a base-
flow component, a young-recharge
component, and a contaminated,
anthropogenic component. Recharge
for all three springs appears to be
local, and the residence times for this
precipitation in the hydrologic system
discharged at the springs is probably
short (less than a few years). SWSC
and Burning Ground Springs have
similar isotopic signatures, chemis-
tries, and flow characteristics. Martin
Spring appears to be distinct.

This hydrologic information is
significant for the ongoing studies of
HE contamination at TA-16 for three
reasons. First, the short residence
times for spring discharge suggest
that the spring HE concentrations will
decrease following removal of the
principal HE sources on the TA-16
mesa top. Second, the contaminant
flux information that is being derived
in these studies will be vital to
support both human health and
ecological risk assessments for the
site. Finally, the studies provide
fundamental hydrologic information
on the flow and transport of water in
a semiarid, fractured hydrologic
system. Fractured systems are among
the most difficult to develop adequate
conceptual models and, hence,
simulate numerically. The empirical
data collected in these studies will
represent an excellent test of complex
hydrologic codes used to simulate
vadose zone flow in fractured
systems. �
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Implications of the Shagan River Hole-Closure
Shots for Nuclear Explosion Monitoring

W. S. Phillips (wsp@lanl.gov), D. C. Pearson, H. E. Hartse, S. R. Taylor, and L. K. Steck (EES-11)

In 1992, the United States and the former Soviet Union stopped underground nuclear testing and began the
process of closing down their test sites. To ensure that boreholes and tunnels that had been dug at the

Kazakhstan Shagan River Test Site would never be used, a series of chemical explosions to collapse and seal
off the holes was conducted in 1997 and 1998. This event presented a unique opportunity for international
collaboration on experiments to obtain information on the geology of the region, how that geology affects the
transmission of seismic signals, how to locate the source of an explosion of interest with the utmost possible
precision, and calibration of seismic monitoring stations. We were part of an international team that designed
and carried out these experiments. In this paper, we will discuss our analysis and interpretation of the data we
collected.

Background

The Comprehensive Test Ban
Treaty (CTBT), which was opened
for signature in 1996, tackles the
issue of verification, a long-standing
barrier to the cessation of nuclear
testing, by creating an international
monitoring and verification regime
termed the International Monitoring
System (IMS).

The IMS is composed of four sets
of monitoring stations. Each day, these
stations transmit enormous amounts of
data via satellite to the International
Data Centre in Vienna, Austria, which,
in turn, distributes it to national data
centers around the world.

Computers at the International
Data Centre will process the raw
data, associate segments of the data
stream with specific events, and
estimate the location of those events.
Analysts will then review the
processed data. National data centers
will have the responsibility for
making judgments about the true
nature of a suspected event (was it a
man-made but non-nuclear event, a
natural occurrence such as an
earthquake, or a nuclear explosion?).

If a particular event is determined
to have a high probability of being
nuclear, provisions in the treaty for an
on-site inspection may come into
play. The treaty requires location of

the event to within 1,000 km2 before
an on-site inspection can be contem-
plated. However, it is easy to imagine
situations for which much higher
location accuracies might be called
for, such as correlating suspected
locations with additional information
or determining where to drill within
the area of an on-site inspection.

Although the U.S. Senate did not
ratify the CTBT in 1999, it is possible
that its initial concerns may be
satisfied as the IMS matures.
Whether the treaty enters into force
or not, the U.S. will have a strong
national security interest in monitor-
ing, verifying, and locating nuclear
explosions.

Because any group or nation that
conducts a nuclear test now is likely
to be condemned, there is strong
incentive to avoid detection. As the
IMS build-up continues, avoiding
detection will mean conducting tests
of devices with very small yield and
using other technical means, such as
decoupling some of the seismic
energy from the Earth by excavating
around the device being tested, to
disguise the test.

For treaties previous to the CTBT,
monitoring at great (teleseismic or
greater than 2,000 km) distances was
adequate to record the events allowed
by the treaties. The CTBT, however,
allows no events, so monitoring at

regional (less than 2,000 km) dis-
tances to detect very small magnitude
events is required.

Regional monitoring is more
difficult than teleseismic because the
seismic energy that reaches the
sensors at the monitoring station will
have traveled not through the Earth’s
core but through its crust, which has
widely varying properties from region
to region throughout the world.

For all these reasons, monitoring
under a CTBT regime is dauntingly
difficult. Data from experiments we
conducted at the Shagan River Test
Site (the Russian name is the Balapan
Test Site) will improve understanding
of the seismology of the region and its
effect on the seismic signals. This
information can also lead to improved
location capability of the IMS and to
calibrating the IMS seismic stations
located near the former test sites.

Experimental Methodology

During 1997 and 1998, twelve
chemical explosions were detonated
by the U.S. in boreholes at the former
Soviet nuclear test site at Shagan
River in Kazakhstan. The depths of
these explosions ranged from 2.5 to
550 m, and the explosive yield varied
from 2 to 25 tons. Each explosion
was recorded at local distances by a
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network of seismometers operated by
Los Alamos and the Institute of
Geophysics for the Kazakhstan
National Nuclear Centre. In 1997, a
50-m shot occurred in sedimentary
rock; the others occurred in crystal-
line rock. Ground-truth location, time
of origin, and other shot data may be
found in Phillips et al. (2000).

We chose to restrict our study to
IMS station data because, in the
future, these data will be available on
the most timely basis. In addition, it
is important to test the ability of this
sparse network to perform high-
precision location.

The IMS stations used in this study
are distributed unevenly, with four
along northerly azimuths from the test
site and only one along a southerly
azimuth (Figure 1). Large azimuthal
gaps exist in the east and southwest
directions. The gaps are made larger

by the virtual exclusion of data from
the station at Zalesovo (ZAL) because
of clock error. Station X02, at 86 km,
is very close for verification monitor-
ing; however, repeatable waveforms
were also observed at arrays out to
6,689 km. Signals detected at the
select set of teleseismic distance
stations may result from favorable
noise conditions, as well as focusing
in the upper mantle beneath the source
or receiver sites.

Seismic data were recorded by
stations that reported to the prototype
International Data Centre, as well as
by stations deployed at the future
IMS. Our approach was to use
ground-truth information from one
event to obtain relative locations of
others in a blind manner, using IMS
and surrogate stations and a standard
earth model. The ground-truth
information allows independent

verification of results and calibration
of data error, as well as assistance in
evaluation of sources of error in the
relative location procedure.

Seismograms were recorded on
L4-C-3D, three-component, velocity
sensors connected to Refraction
Technology data loggers. Origin
times for each event were obtained by
a GPS-based timing system employed
at each hole for shot-break time. The
origin times were checked for
consistency using an accelerometer
and data-acquisition system placed
near the test borehole.

Seven sites were selected at
various azimuths to the proposed
locations for the depth-of-burial
experiment. For the 1998 series of
hole closures, the seismic stations
reoccupied the same depth-of-burial
locales, except for S3, which was
relocated because of technical

Figure 1. Shagan River Test Site Shots and IMS Stations Used in the Relative Location Test.
The master-event shot is designated by a star, relocated shots by open circles, and other shots mentioned in the text by crosses. Hole
number, shot yield, and depth are also indicated. Azimuths to IMS stations are shown around the encompassing circle. The back-
ground map is an orthographic projection centered on the Shagan River, with triangles indicating station locations. Concentric grid
lines represent distance from the site in 10° intervals, and radial grid lines represent azimuth from the site in 30° intervals.
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problems. For the L4-C-3D sites, the
data were sampled at 500 Hz, and the
recorder was set up to use a trigger
based on the ratio of the short-term to
the long-term average value of the
data. The data were then transferred
to a workstation at Los Alamos for
processing and analysis.

Regional Characterization

Quaternary sediments, including
sands, clays, and gravel, now cover
a large portion of the Shagan River
Test Site. The area can be divided
into two regions, a northeast region
comprising alluvial deposits
overlying folded and faulted
Paleozoic sedimentary rocks, and a
southwest quadrant comprising a
large granodiorite body that in-
truded into the surrounding sedi-
mentary rocks. This intrusive
complex is encountered in two
boreholes and can be inferred to
connect beneath the alluvium. We
conclude that these variations in the
shallow geology cause a large range
of Rg group velocities.

Using a tomographic inversion
technique, we can observe relatively
high velocities to the southwest and
lower velocities to the northeast. The
boundary separating the two zones
roughly coincides with the Chinrau
fault. Sequences of tuffs and alluvium
exist to the northeast of this boundary
overlying Paleozoic sedimentary
rocks, and to the southwest, crystal-
line rock is predominant.

Figure 2 is a tomographic map of
Rg velocities at t = 1 s and of event
and station locations for the borehole
closures at the test site.

Effect of Regional Geology

Differences between the northeast
and southwest regions at the test site
have been known for some time on
the basis of teleseismic P-wave
spectral and waveform differences
from nuclear explosions. Addition-
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Figure 2. Tomographic Map of Group Velocities.
This plot of Rg velocities at t = 1 s shows the locations of the borehole-closure
explosive events (circles) and seismic stations (triangles) for the Shagan River Test
Site. The midpoints for each path are shown as plusses. The dashed lines show the
subregions of the test site as determined by magnitude residuals (Ringdal et al. 1992).

ally, more recent studies have
indicated contrasts in Lg amplitudes
for these two regions. Specifically,
P. D. Marshall observed in 1985 that
P waves from nuclear explosions at
that site fell into two distinct classes:
northeast and southwest.

The northeast P waveforms are
more complex and have lower corner
frequencies than those from south-
west explosions of similar magnitude.
The P waveforms from the northeast
explosions exhibit a few cycles of
ringing not observed on the simple
waveforms from the southwest. It has
been suggested that changes in source
material properties are the cause of
the observed differences, although
very little geologic information was
available at the time. In 1988, R. C.
Stewart also noted that the northeast
explosion P waveforms had a smaller,
longer-period, first negative pulse
(presumably pP) than those from the
southwest. It has been suggested that

the greater (P – pP) times and longer
period pP pulses are due to greater
scaled depth of burial or slower
uphole velocities in the northeast.

More recent studies have also
delineated zone differences in Lg
amplitudes across the test site. In
1992, F. Ringdal made maps of
amplitude variations of magnitude
residuals between P and Lg waves
across the site suggesting as much as
0.15 magnitude units between the
northeast and southwest regions
(with the southwest having larger
values). At this time, more geologic
information was available as a result
of the activities associated with the
Threshold Test Ban Treaty experi-
ments and the Joint Verification
Experiment. It was recognized that
the northeast portion of the test site
was characterized by larger-thick-
ness sedimentary sequences than the
southwest portion. This difference
indicates that the northeast
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explosions are characterized by some
combination of lower-amplitude P
waves and larger-amplitude Lg waves
relative to the southwest. Analysis of
magnitudes from four nuclear
explosions having announced yields
suggested that the P waves were
affected by the zonal differences,
whereas the Lg waves were not.
However, this analysis is based on a
very small data set, and it is possible
that the results are not statistically
significant.

In the experiments conducted in
1997 and 1998, we attempted to
determine the lateral variations in the
velocity structure at the former Soviet
test site by using the properties of
explosion-generated Rg observed
locally. For explosions detonated on
or near the Earth’s surface, Rg is
often the dominant arrival at local to
near-regional distances. Rg group
velocities are controlled by the
velocity variations in the upper few
kilometers of crust along the propa-
gation path. The phase is highly
attenuated in regions of complex
terrain and is most prominent on
paths composed of low-velocity
sediments or weathered rock.

The spatial variations in velocities
from this study are consistent with
the observations of teleseismic P
waves and Lg waves from the Shagan
River Test Site nuclear explosions.
For example, it is expected that
explosions detonated in a region
having low-velocity sedimentary
layers overlying crystalline basement
will show P waveforms that are more
complex and lower-frequency than
those detonated in crystalline rock.
The complex waveforms and larger
pP delays are presumably due to
near-surface reverberations and
lower uphole velocities.

As discussed above, it is possible
that the northeast explosions have
relatively larger amplitude Lg waves
than those from the southwest. Lg
signals from explosions are thought
to be enriched by scattered Rg waves
in the frequency band from about 0.5
to 3 Hz. It is expected that explosions

detonated in a region having a low-
velocity surface layer overlying a
crystalline basement will excite
relatively large-amplitude Rg that
will scatter into Lg (as suggested by
Myers in 1999, as part of this same
experiment). Thus, the spatial and
depth variations in velocity observed
as part of this study are consistent
with an enhancement of Lg ampli-
tudes (partially through Rg to Lg
scattering).

All of the above discussion
neglects the effects of secondary
sources such as spall and cavity
rebound occurring in the near-source
region. These secondary-source
effects are very complex and will
certainly depend on near-source
material properties. Quantification of
these effects can be undertaken
through elastic and nonlinear model-
ing but will not be unique and are
beyond the scope of this article.
However, now that some more
quantitative information on near-
source velocity structure is available
from this study, it may be possible in
future work to improve our under-
standing of observed waveform
differences across the Shagan River
Test Site.

Location Accuracy of
IMS Stations

During the course of these
experiments, we were able to test
how well three 25-ton chemical
explosions (body wave magnitude
mbLg of 1.8 to 2.6) could be located
using IMS seismic stations. Locations
relative to the first, shallowest, and
best-recorded explosion fell under
1 km from known locations. (We
hope that the successful relocation of
these small Balapan shots will
support the role of calibration
explosions in verification monitoring
and special event studies, including
on-site inspection).

Ground-truth data, that is, seismic
data from well-documented earth-
quakes, mine explosions, or explo-

sions carried out for seismic calibra-
tion purposes, provide travel-time
path calibration, allowing high-
precision location of nearby seismic
sources relative to the ground-truth
event. Using relative location
methods, we have successfully
matched nuclear explosions with
satellite imagery. These explosions
were of high magnitude (mb of 4.8 to
6.1 for the Balapan tests studied by
Thurber et. al, 1993), and studies
employed data from many stations.
Calibration using ground truth is
especially important for small
sources because, in general, few data
are available, and results are heavily
influenced by path-sensitive regional
arrival times.

Fortunately, ground-truth sources
provide more than travel-time path
corrections; they also provide wave-
forms that can be used to obtain
precise relative arrival times for use in
special event studies. Waveform
similarity and the precise determina-
tion of relative arrival times have been
intensively investigated in verification
work and used in high-precision
relative location of nuclear tests.
Successful demonstrations of such
processing and relocation techniques,
especially for small sources, will
support the use of calibration shots as
an effective component of treaty
verification and on-site inspection.
Calculated locations fell 590 and
960 m from the actual ground-truth
epicenters, whereas origin times were
delayed 45 and 115 ms from ground-
truth shot times.

One could argue that this test
benefited from a number of favorable
conditions and thus portrays an
optimistic view of the ability of the
IMS to perform calibrated location.
Favorable conditions include the
similar source type and sizes, good
propagation characteristics in the
vicinity of the source region, and the
abundance of regional stations,
beginning at 86 km, around the test
site. These factors have helped us
obtain high-quality, similar wave-
forms of sufficient number to
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constrain locations well. These facts
should be kept in mind before
extending results of this case study to
other areas and to natural events.

However, the study suffered from
a number of factors. The use of
surrogate, three-component stations
instead of the planned arrays resulted
in poor azimuthal distribution and
noise levels that degraded waveform
similarity in a few cases. Clock error
eliminated otherwise high-quality
data from station ZAL, and there
were the aforementioned modeling
errors for crustal phases. In the
future, improvements to the IMS
network, such as uniform timing and
upgrades to arrays, will increase the
quality of available data and further
lower magnitude thresholds for
accurate relative location.

The Shagan River case study
suggests a new method of calibra-
tion. A tripartite array of shots
would allow the calibration of
travel times and apparent velocities,
enabling precise relative relocations
to be performed without models and
model error effects. This type of
calibration would be especially
effective in the reciprocal sense,
where the tripartite array of shots is
placed around IMS stations and
currently operating or temporary
stations cover the surrounding
regions. Obviously, the expense of
additional shots is a drawback, and
whether or not the improved
location ability justifies that
expense would be a matter for
discussion. However, the demon-
stration of such techniques in a
well-covered and politically
favorable region could lend support
to arguments concerning the
verifiability of a CTBT.

Conclusions

We took advantage of chemical
explosions conducted in 1997 to 1998
to seal off boreholes at the former
Soviet test site at Shagan River,

Kazakhstan, to test the ability of the
proposed IMS network to locate
accurately small explosive sources
(25 tons, mbLg of 1.8 to 2.6) following
path calibration based on ground-truth
information from one shot. The study
was carried out in a blind manner,
after which the full suite of ground-
truth data was employed to evaluate
errors. Results obtained using the
master-event technique fell within
1 km of known ground truth. The
90% confidence ellipses covered 12
to 13 km2 (Figure 3), far less than the
standard required by on-site inspec-
tion (1,000 km2) and approaching the
precision needed to associate events
with overhead imagery. We hope the
successful demonstration of relative
relocation techniques will support the
use of chemical explosions to
calibrate the IMS and for special
event studies, including on-site-
inspection-related work.

Tomographic imaging based on
dispersion of locally recorded Rg
waves shows that variations in
geologic structure have a significant

effect on Rg group velocities at the
Shagan River Test Site. Maps of Rg
group velocity show that the south-
west region of the test site is charac-
terized by faster velocities than the
northeast section. As an example, Rg
waves with a period of 1 s propagate
with velocities greater than 2.3 km/s
for the southwest section of the test
site while propagating at less than
2.3 km/s for the northeast section.

Surface geologic maps and
borehole lithology logs for the region
show that the slow region in the
northeast section of the test site
correlates well with sedimentary rocks
and tuff deposits overlain by alluvium.
A large granodiorite body that has
intruded the sedimentary rocks
appears to correlate well with the fast
velocities in the southwest region. The
inversions of the Rg dispersion curves
give shear wave velocities for the
southwest region that are on average
0.4 km/s greater than the northeast
region. At depths greater than 1.5 km,
the standard deviations for the models
begin to overlap, and the statistical
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difference between the models is no
longer significant.

The systematic variation in the
relative patterns of P-wave complex-
ity as well as P and Lg source size
estimators across the test site corre-
late with the two geophysically
distinct regions obtained from this
study. Future studies should focus on
the quantification of how the velocity
structure at the test site influences the
regional and teleseismic nature of P-
and Lg-wave seismograms. �
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The major concern surrounding storage of high-level radioactive waste in a geologic repository is the
possible release of radionuclides to the environment. The most likely mechanism for such a release is by

gradual dissolution of waste, followed by transport of radionuclides in groundwater. In tectonically active regions,
another mechanism, a volcanic eruption, might directly or indirectly lead to radionuclide release. Since the early
1980s, we have assessed volcanic risk as it relates to the potential U.S. repository for storage of high-level radioac-
tive waste at Yucca Mountain, Nevada, and more recently, for the Japanese high-level waste disposal program.

As the lead Department of Energy
team for volcanic hazard studies for
the Yucca Mountain Site Character-
ization Project (YMP), we have
developed methods for assessing the
probability of volcanic disruption of
the potential repository and for
assessing the consequences of a
volcanic disruption, primarily by
conducting studies of analog volcanic
systems. These studies ended in
1996. In the past two years, we have
focused on supporting the YMP Site
Recommendation and License
Application by analyzing and
integrating new information with
previous studies.

Since 1998, we have expanded on
our Yucca Mountain work by
conducting volcanic risk studies for
the Japan Nuclear Cycle Develop-
ment Institute (JNC) to support the
Japanese geologic repository pro-
gram. Using an analog composite
volcano, Summer Coon, in south-
western Colorado, we have assessed
the hazard and consequences of a
composite volcano disrupting a
Japanese geologic repository.

 Yucca Mountain
Project Studies

The need to assess the possibility
of a volcanic eruption disrupting the
potential repository at Yucca Moun-
tain is driven by the occurrence of
eight small-volume (<1 km3) Quater-
nary (<1.6 million years) basaltic

volcanoes within 50 km of Yucca
Mountain. Six of these volcanoes lie
within 20 km of the repository site
(Figure 1). For our site characteriza-
tion studies for the YMP, we have
used geochronology techniques to
establish the age and recurrence rate

of volcanism and field and geochem-
istry studies to understand the
mechanisms of volcano formation in
the region.

Determining the ages of volcanoes
older than approximately 1 million
years has been relatively straightfor-

Figure 1. Volcanoes Near Yucca Mountain.
A dozen volcanoes are within 20 km of the potential repository site. Six volcanoes have
been active within the last million years; the other six, within the last 4 million years. The
youngest volcano, at Lathrop Wells, is 75,000 years old.
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ward using 40Ar/39Ar techniques.
Determining a reliable age for the
Lathrop Wells, the youngest volcano
near Yucca Mountain, has been
technically challenging. We have
applied multiple chronology tech-
niques, which have yielded ages
ranging from approximately 10,000
to 150,000 years. Using 40Ar/39Ar
isotopic methods to date both whole-
rock basalt and thermally reset
sanidine from tuff xenoliths, we have
determined only recently that Lathrop
Wells is approximately 75,000 years
old.

Probabilistic Methods. For the
YMP, our major goal has been to
assess the probability that magmatic
processes will disrupt the potential
repository during the performance
period of waste containment (10,000
years as set by the Environmental
Protection Agency regulation). Using
results of site characterization studies
of Yucca Mountain as the geologic
framework, we estimated the prob-
ability that a new volcano will form
in the Yucca Mountain region over
the next 10,000 years. Given that a
new volcano does form, we deter-
mined the probability that it will
disrupt the repository.

We expressed the probability of
magmatic disruption as the annual
probability that a volcanic event will
disrupt (or intersect) the repository,
conditional on a volcanic event
occurring during the time period of
concern. In its simplest form, the
probability of disruption is calculated
by multiplying the recurrence rate of
volcanism by the intersection ratio
(repository area/area in which
volcanism occurs), taking into
account uncertainties in each value.
We formulated the disruption of a
repository by a volcanic event as a
conditional probability

Prdr = Pr(E2 given E1)Pr(E1),

where Prdr is the probability of
magmatic disruption of a repository,
E1 denotes the rate of occurrence of
volcanic events, defined as the
formation of a new small-volume

basaltic volcanic center in the Yucca
Mountain area, and E2 is the prob-
ability of intersection of the reposi-
tory or repository area by that
volcanic event. This probability is
expressed mathematically as

Pr[no magmatic event before time t]
= exp(–ltp) ,

where l is the recurrence rate, t is
time, and p is the probability that an
event is disruptive. This probability
model assumes a homogeneous
Poisson distribution of volcanic
events in space and time. Critical
assumptions of a Poisson distribution
are that the events occur indepen-
dently, they are exponentially
distributed in time t, and the probabil-
ity of more than one event occurring
at the same time is vanishingly small.

Our early calculations of the annual
probability of magmatic disruption of
the Yucca Mountain Site produced
estimates of between 5 × 10–8 to
3 × 10–10 disruptions per year (Figure
2). It is important to note that these
calculations were conducted in the
early 1980s, while the YMP was still
in the initial stages of site character-
ization studies. Our estimates, along
with those of researchers at Sandia
National Laboratories and the U.S.
Geological Survey, led to general, but
not universal, acceptance that the
Yucca Mountain site would not be
disqualified as a location for a
repository because of the risk of
volcanic hazards.

Our volcanism studies at Los
Alamos continued through the mid-
1990s, while the YMP shifted its
emphasis from site characterization
studies to constructing an exploratory
test facility at the site. During this
interval, an attempt was made to
complete probability modeling
through application of Monte Carlo
simulation modeling. We used Monte
Carlo simulation modeling to
examine each attribute of the condi-
tional probability model systemati-
cally. Both the recurrence rate and the
disruption ratio were assessed using
all combinations of alternative

models, including models developed
by the State of Nevada and the
Nuclear Regulatory Commission.

We modified the resulting prob-
ability distributions to eliminate
combinations of spatial and structural
models that excluded volcanic events.
This important effect was not
included in probability calculations
where E1 and E2 were independently
estimated. The modified matrix of
probability distributions was solved
using simulation modeling to give
aggregate distributions of the annual
probability of disruption for a
repository block in Yucca Mountain.
Our results indicated that the mean
probability of disruption of the
potential YMP repository is
1.9 × 10–8 ± 1.6 × 10–8 per year.

In an attempt to bring probability
estimates to resolution, the DOE
convened a formal expert judgment
panel in 1995 to independently assess
the probability of volcanism at Yucca
Mountain. A 10-member panel of
volcanism experts nominated by their
scientific peers was assembled, and
the panel completed a probabilistic
volcanic hazard assessment (PVHA).

Each panel member independently
estimated probability distributions,
which were then aggregated. The
aggregate result yielded a mean
annual probability of magmatic
disruption of 1.5 × 10–8, with a
90-percent confidence interval of
5.4 × 10–10 to 4.9 × 10–8. The mean
and confidence interval of this
distribution was virtually identical to
our previous probability estimates, as
can be seen in Figure 2.

Analog Studies

To conduct a comprehensive risk
assessment, one must know both the
probability and the consequences of
volcanic events. For our first type of
consequences study, we attempted to
constrain the amount of debris that
could be exhumed from repository
depths by studying the concentration
and composition of shallow crustal
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xenoliths at several analog volcanoes
that encompass the range of eruptive
processes that might occur in the
Yucca Mountain region. These analog
volcanoes are located in areas in
which there are good constraints on
subsurface, layer-cake geology from
a combination of regional exposures
and water and petroleum wells. This
fact enabled us to quantify the
erosion of wall rock as a function of
depth and eruptive process.

Unfortunately, the applicability of
these studies has decreased with the
recent changes in repository design,
in which the waste packages will sit
in open, rather than backfilled, drifts.
This new design raises the possibility
that, given an igneous event at the
repository (with or without an
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attendant eruption), hundreds to
thousands of waste packages could be
partially destroyed by explosive
fragmentation of magma into the
drifts. The largest potential effect of
destroying the integrity of the waste
packages this way is on the subse-
quent groundwater transport of
dissolved radionuclides.

In our second type of analog
study, we focused on the hydrother-
mal and mechanical effects associ-
ated with intrusion of basalts into
silicic tuffs. Results of studies in
which the host tuffs are both vitric
and altered suggest that alteration is
limited to within a few meters of the
tuff-basalt contacts. These studies
are being reopened from a new
perspective, and we are using the

Figure 2. Probability of Future Volcanic Activity at Yucca Mountain.
A number of researchers has analyzed the likelihood of a volcano disrupting a repository
at Yucca Mountain. Their probability point estimates (single lines) and ranges (rect-
angles) are compared here with estimates made by a panel of experts convened by the
DOE to assess the hazard (PVHA distribution). The ranges labeled “most active fields”
and “Local Source Zone Bounds” represent upper bounds for the probability and
assume that the repository is placed in an active volcanic field. The background bounds
and value represent lower bounds that assume the repository does not lie in an active
volcanic field but lies in a region that produces only sporadic eruptions. Most estimates
put the disruption probability at a little greater than 10–8 events per year, which translates
to a 1 in 7000 chance that volcanic activity could disrupt the repository.

sites as analogs to study the effects
of repository thermal loading (from
radioactive decay) on the surround-
ing rocks.

Studies for the JNC

The Japanese islands are in a
complex plate-tectonic setting, and as
a result, they are one of the more
tectonically and volcanically active
areas on the Earth. Approximately
350 volcanoes have been active in
Japan in the past 2 million years.
Thus, within the next 100,000 years,
it can be expected that several new
volcanoes will form in Japan. In
terms of volcanism, we must consider
two primary factors when selecting
the site for a geologic repository in
Japan. These factors are (1) the rate
of new volcano formation in a
particular region and (2) the distance
at which a volcano presents a hazard
to a nearby repository.

As part of our studies for the JNC,
we used the Oligocene Summer Coon
volcano in southern Colorado, with
its well-exposed system of radial
dikes (Figure 3), as an analog for
similar composite volcanoes in Japan.
Using Summer Coon, we were able
to estimate the probability of reposi-
tory disruption by a radial dike
system, conditional on a volcano
forming nearby.

Erosion has removed much of the
original volcanic edifice at Summer
Coon, exposing an extensive radial
dike system that is probably typical
of large composite volcanoes in
Japan. Intruding early mafic cone-
breccia deposits are numerous (>100–
200) at Summer Coon; and basaltic
andesite and andesite (mafic) dikes
with typical widths of 1 to 3 m are
also present. Intruding both the early
mafic and silicic cone breccias are
about 25 dacite (silicic) dikes with
typical widths of 10 to 20 m. The
silicic dikes are on the average longer
than the mafic dikes (Figure 3) and
form prominent topographic features.
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Figure 3. Summer Coon.
A geologic map of the Summer Coon volcano.
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We developed a Monte Carlo
simulation model that estimates the
probability of dike intersection as a
function of (1) distance from the
center of a composite volcano,
(2) repository area, and (3) radial
dike density and length. Although we
have assessed the hazard of a dike
intersecting a geologic repository for
the case of small-volume basaltic
volcanism at Yucca Mountain, we are
not aware of any previous analysis of
the hazard to a repository from the
radial dike system of a large
composite volcano.

Summer Coon Studies. To
estimate the conditional probability
that a dike from a new volcano will
intersect a repository, we estimated
the number of dikes and their spatial
distribution, the distribution of dike
lengths, and the area and shape of the
repository. We based the number of
dikes on dike counts at Summer
Coon, and we chose a log-normal
distribution to represent both the
mafic and the silicic dike-length
distributions, based on dike-length
data from Summer Coon. For the
repository area, we used two values,
4 km2 and 8 km2, that encompass a
range of areas typically proposed for
repository designs internationally;
and for geometric simplicity, we
assumed that the shape was circular.

The mathematical logic for the
probability model is based on the
trigonometry of a right triangle
(Figure 4). The probability model was
programmed (using Microsoft Excel
Visual Basic and Decisioneering
Crystal Ball add-in functions for
Excel) to sample probability distribu-
tions using Monte Carlo simulation.
The model simulates the geometry of
dike emplacement and tests for two
conditions, which, if true, result in a
dike intersection of a repository: (1)
Does the radial dike have an orienta-
tion that could result in a dike inter-
section (i.e., is within the angle 2θ)?
(2) If the first condition is true, is the
dike long enough to intersect the
repository?

r
d

5 km

Repository Footprint

(area = 4 km2)

2θ = 2 arcsine
r
d

2θ

Figure 4. Mathematical Basis for Monte Carlo Simulation of Probability of Dike
Intersection.
Probability of dike intersection is dependent upon the dike density and length on the
area of the repository (dependent on the radius, r), which, together with distance to the
volcano (d), define the 2θ angle that dikes must fall within to be able to intersect the
repository. An example of a single simulation realization is shown, using the dike length
parameters from Figure 2, assuming 120 mafic dikes, 30 silicic dikes, and a uniform
radial distribution of dike orientations.

A single Monte Carlo realization
of a complete radial dike emplace-
ment (120 mafic dikes, 30 silicic
dikes) is shown in Figure 4. For the
Summer Coon cases, 1,000 realiza-
tions of the Monte Carlo simulation
were run for each combination of
distance and repository area calcu-
lated. In addition, a bounding case
was run based on fissure length data
from Mount Etna, to assess the effect
of a larger radial dike system on the
probability of intersection. Finally,
sensitivity calculations were run
(using 2,500 realizations) to assess
the effect of doubling mean dike
length, standard deviation of the dike
length, dike density (number of
dikes), and repository area.

Results are presented as the
conditional probability of intersection
calculated at incremental distances
from the volcano center (Figure 5).
Sensitivity calculations to assess the
effect of doubling each of the key
parameters are presented as the
relative change from the base case for
silicic dikes (Figure 5, inset).

Separate probabilities of intersec-
tion were calculated for the mafic and
silicic dike sets at Summer Coon for
both a 4 km2 and an 8 km2 repository
(Figure 5). In all cases, the probabil-
ity values decline rapidly with
distance from the volcano due to the
decrease in dike density dictated by
the divergence of radial dikes away
from the volcano center  (Figure 4).

Although the silicic dikes are
longer on average than the mafic
dikes, they are also less numerous,
causing the probability curves for
mafic and silicic dikes to cross at
distances of 5 to 6 km from the
volcano center (Figure 5). At 4 km
and less, the probability of intersec-
tion is 1 for the mafic dike set
because of high dike density. For the
longer, silicic dike set, a probability
of 1 is reached at a distance of 2 or
3 km, depending on the repository
area.

The shorter length and smaller
dispersion in the length of the mafic
dikes result in a steeper drop in
probability values compared to the
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silicic dikes; the probability of
intersection is <10–2 beyond 10 km
distance for both repository cases.
Conversely, the longer length and
larger dispersion in the length of the
silicic dikes results in a more gradual
drop in probability values with
distance. The probability of intersec-
tion for silicic dikes is ≤10–2 at
~14- to 15-km distance and ≤10–4 at
30-km distance for both
repository cases.

Scientists in Japan have used
several criteria to assess the distance
at which a volcano can perturb the
surrounding geologic environment.
These criteria include geothermal
gradient, heat flow, size of hydrother-
mal convection systems, pH and
anion index of hot springs, and
3He/4He of groundwater. Collectively,
these criteria suggest that the geo-
logic environment is not perturbed
beyond about 15 km from an existing
volcano.

The results of our assessment

indicate that the conditional probabil-
ity of a radial dike intersecting a
repository is <10–2 beyond a distance
of approximately 15 km from the
center of a typically sized composite
volcano. The Japanese data and our
probabilistic assessment suggest that
the volcanic hazard to a geologic
repository is minimal if the new
volcano forms at a distance greater
than about 15 to 20 km from
the repository. �
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Figure 5. Distance of the Repository Center from the Volcano Center Versus the
Probability of Dike Intersection of a Repository.
Probability of intersection for both mafic and silicic dikes based on data from Summer
Coon volcano are shown, as well as a bounding case using dike lengths approximately
double those of silicic dikes at Summer Coon. Results are shown for repository areas of
4 and 8 km2. Inset shows sensitivity of the probability of dike intersection (expressed as
relative probability compared to the base case for silicic dikes at Summer Coon and a
repository area of 4 km2) to doubling of dike length, dike density, and repository area.
The probability of intersection is most sensitive to dike length and relatively insensitive
to repository area or dike density.
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Field Studies at Yucca Mountain
M. Peters (EES-7, mtpeters@lanl.gov)

Field studies have played a major role in the Yucca Mountain Project Site Characterization (YMP) since
the 1970s. They have ranged from the initial surface-based borehole studies that began in the 1970s to

tests conducted in the Exploratory Studies Facility (ESF), an elaborate underground installation built at the
site in 1997, to various present-day experiments being conducted at remote sites around the Yucca Mountain
region. In this paper we will discuss surface-based borehole testing, the Cross Drift Test and other tests in the
ESF, and the Busted Butte Unsaturated Zone Test.

Borehole Studies

In the 1970s, 1980s, and early
1990s, surface-based borehole testing
was the major focus of field studies at
Yucca Mountain. To characterize the
unsaturated and saturated zones, over
300 boreholes were drilled, many of
them thousands of feet deep, above
and below the water table. In Figure 1,
we see an example of a typical rig used
for borehole drilling.

Throughout this 20-year
period, borehole-based
research was conducted
in a number of areas:
(1) lithostratigraphy of the
volcanic sequence;
(2) mineralogic-petrologic
characteristics of the
lithostra-tigraphic units;
(3) hydrologic properties of
the hydrostratigraphic units;
(4) thermal and mechanical
properties of the thermal-
mechanical units; (5) near-
surface hydrology, using
data from shallow bore-
holes; (6) hydrologic
monitoring of the unsatur-
ated zone; (7) potentiomet-
ric surface determination in
the Yucca Mountain region;
and (8) hydraulic and
transport testing in deep
boreholes to investigate the
saturated-zone volcanic and
carbonate aquifers.

Characterization of the
core from a borehole
typically consists of

examining and analyzing the ex-
tracted core, and the use of geophysi-
cal techniques, such as neutron and
video logging, to obtain downhole
information. When the drilling is
completed, instrumentation in the
form of packer strings or other
configurations is installed downhole
to make a myriad of measurements,
which provide additional data.

The ESF

In the late 1980s and early 1990s,
the YMP continued the surface-based
borehole testing program; in addition,
YMP began to cite an underground
test facility, the ESF, which would be
used to conduct experiments to
further characterize the unsaturated
zone above and within the potential
repository horizon.

Several design alterna-
tives were evaluated,
including many different
shaft and ramp-type
tunnels; the design selected
was the ramp type consist-
ing of a north ramp, main
drift, and south ramp. In
Figure 2, we see the ramps
of the ESF, bordered by the
potential repository.

The ESF construction
began in 1994 and was
completed in 1997; the 5-
mile loop was excavated
using a 25-foot-diameter
tunnel-boring machine.
This machine tunneled
through rocks of the Tiva
Canyon, Paintbrush
nonwelded tuff (PTn), and
upper parts of the Topopah
Spring tuff formations. The
upper portion of the
potential repository horizon
(primarily the Topopah
Spring middle
nonlithophysal unit) is
exposed in the ESF.

Figure 1. Drilling into Yucca Mountain.
A typical rig used to drill one of the 317 boreholes in Yucca
Mountain.
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Numerous research activities have
been conducted in the ESF. They
include geologic mapping, construc-
tion monitoring, and systematic
sampling and characterization of the
hydrologic, mineralogic-petrologic,
thermal-mechanical, and geochemical
properties of the stratigraphic units in
the unsaturated zone.

A series of alcoves and niches
were excavated in the ESF (Figure 3)
so more specific experiments to
characterize hydrologic and thermally
coupled processes further could be
conducted. These tests included
characterizing hydrologic properties
of the Tiva Canyon and PTn
(Alcoves 1, 3, and 4) and of the faults
in the Yucca Mountain region,
namely the Bow Ridge Fault and
Ghost Dance Fault (Alcove 2 and
Alcoves 6 and 7, respectively). The
tests also investigated thermally
coupled processes in potential
repository horizon rocks (Topopah
Spring middle nonlithophysal unit) in

Alcove 5 (Single Heater and Drift
Scale Test).

Drift Scale Test. The largest and
most visible test executed by the
YMP in the ESF to date is the Drift
Scale Test, located in Alcove 5. This
test is centered around a 47-m-long
simulated emplacement drift loaded
with nine simulated waste packages.
The drift and surrounding rock mass
is instrumented with thousands of
sensors, and the rock mass is heated
to 200°C.

The purpose of this test is to
evaluate the thermal-hydrologic-
mechanical-chemical coupled
processes in the potential repository
horizon rocks at field scale. Results
for the three (of four) years of
planned heating suggest that heat
transfer is conduction-dominated,
with a key role played by convection
of moisture. The results also indicate
that pore water mobilized by heat
tends to move below the heated

region rather than stay
“ponded” above the drift. As
expected, coupled process
phenomena also occurr at
sub-boiling temperatures.

Other Studies in the
ESF. In the mid-1990s, the
Project dedicated consider-
able effort to understanding
(1) surface infiltration,
(2) the role of the PTn
(nonwelded vitric tuff) in
attenuating and dampening
of infiltration fluxes, and
(3) the resultant percolation
fluxes in the potential
repository horizon.
Researchers used geochemi-
cal and mineralogic-petro-
logic evidence to better
understand these important
phenomena, especially
percolation flux in the
potential repository horizon.

Two notable data sets
resulted from these studies:
(1) findings on the distribu-

tion of 36Cl and Cl and (2) geochrono-
logic and geochemical results on
fracture-filling minerals (primarily
calcite and opal) and systematic rock
samples (Sr isotope data in particular)
throughout the ESF.

This work provided very useful
data for the calibration of the unsatur-
ated-zone site-scale flow and trans-
port model. More important, the
investigations of percolation flux led
to the construction of four testing
niches in the ESF within the Topopah
Spring middle nonlithophysal unit
(Niches 1, 2, 3, and 4). Testing in
these niches has focused on the
relationship between percolation flux
and seepage into drifts (i.e., how
much of the percolation flux actually
enters, or “seeps,” into an opening).
This issue is now a key factor in
understanding the performance of the
natural system at Yucca Mountain
because of its implication as
to how much moisture may be
expected to contact the waste
packages eventually.

ESF North Ramp

ESF South Ramp

Cross Drift

Potential Repository
Emplacement Drifts

ESF Main Drift

Figure 2. Potential Yucca Mountain Repository.
This cutaway shows the ramps and main drift for the Exploratory Studies Facility (yellow),
completed in 1997, and the Cross Drift (red), completed in 1998, which are used to carry out
a variety of tests in support of site characterization. The potential repository block is shown
in blue.
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In summary, the ESF niche
studies suggest that the percolation
flux needed to initiate seepage may
be much higher than is currently
observed or would even occur
under wetter climate conditions in
the future.

The Cross Drift Studies

One of the limitations of the ESF
is that it does not expose the majority
of the potential repository horizon
rocks (most of the Topopah Spring
lower lithophysal unit and all of the
Topopah Spring lower nonlithophysal
unit). Based on these limitations and
numerous interactions with external
oversight bodies (particularly the
Nuclear Waste Technical Review

Board), the YMP initiated a planning
effort, termed the Enhanced Charac-
terization of the Repository Block
(ECRB), in 1997.

This effort was aimed to plan a
way to characterize the potential
repository block further. The result of
this effort was the construction of an
additional tunnel (termed the Cross
Drift) across the potential repository
block to expose the potential reposi-
tory horizon units and the Solitario
Canyon fault zone. The Cross Drift is
shown in Figures 2  and 3.

Construction of the Cross Drift
started in late 1997 and was com-
pleted in October 1998. Initial
activities in the Cross Drift included
geologic mapping, systematic
sampling and analyzing hydrologic

and geochemical properties, and
hydrologic monitoring (all within the
Topopah Spring tuff formation and
the Solitario Canyon fault zone).

As in the ESF, a series of testing
alcoves and niches are being devel-
oped for the Cross Drift over the next
couple of years. These studies will
address flow, transport, and seepage
properties (Hydrologic Bulkhead
Studies, Crossover Alcove, Niches 5
and 6, and Crest Alcove). Thermally
coupled processes (Cross Drift
Thermal Test) within the potential
repository horizon rocks and the
hydrologic properties of the Solitario
Canyon fault zone (Hydrologic
Bulkhead Studies and Solitario
Canyon Fault Alcove Testing) will
also be studied.
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Figure 3. Plan View of the Exploratory Studies Facility and the Enhanced Characterization of the Repository Block (ECRB).
The plan shows the locations of the various boreholes, alcoves, and niches used for testing, as well as the locations of the Ghost
Dance and Solitario faults. The extent of the layers of the Topopah Spring Tuff are indicated with abbreviations along the Cross Drift.
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Field Studies at Yucca Mountain

Busted Butte Unsaturated
Zone Transport Test

In addition to surface and under-
ground tests, there are experiments
being conducted at remote sites
around Yucca Mountain. The most
notable test is the Busted Butte
Unsaturated Zone Transport Test.

The goals of this testing program
are to evaluate the influence of
heterogeneities on flow and transport,
including other aspects of the system
such as fracture/matrix interactions
and permeability contrast boundaries.
It also considers colloid migration in
the unsaturated zone. The tests are

conducted in a 25-m-long
underground alcove excavated at
Busted Butte (Figure 4). The alcove
is at the end of a long access tunnel
from the surface.

Our observations so far suggest
that porous media flow dominates in
the vitric Calico Hills. Data both
from boreholes surrounding the
repository and from Busted Butte will
build confidence in the unsaturated-
zone flow and transport models used
by the YMP. These data may show
that measured sorption values for
Busted Butte (vitric) rocks are greater
than those currently used in models.

Conclusions

Results from field tests at Yucca
Mountain continue to provide a
significant portion of the technical
basis for process models, perfor-
mance assessments, and repository
design to support key programmatic
milestones such as the 1998 Yucca
Mountain Viability Assessment and
the upcoming Yucca Mountain Site
Recommendation. �
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Mountain Site Characterization Office.
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Lowry. 1999. Busted Butte unsaturated
zone transport test: Fiscal Year 1998
status report. Los Alamos National
Laboratory report LA-13670-SR.
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Advances in Seismic Imaging and Modeling
for the Petroleum Industry

L. House (house@lanl.gov), M. Fehler, L. Huang, and P. Roberts,
with S. Hildebrand, D. Alde, and C. Aprea (EES-11)

The oil and gas industry has relied on seismic reflection methods as its primary exploration tool for more
than 50 years. During that time, the quantity of data being collected and the amount of time needed to

analyze these data has increased dramatically, and the quality of the data has improved remarkably as well.
The increasing use of three-dimensional (3-D) seismic methods is an example of this. Using these methods,
we have gained extraordinary new insights into the structure, stratigraphy, and rock properties of the subsur-
face, but a single 3-D survey may generate hundreds of gigabytes of data, which creates huge demands on
the computing resources needed to process it properly. We recently developed a suite of four new seismic
imaging methods, termed dual-domain methods (for space and wave-number domains), that attempt to
address these issues.

To process seismic reflection data
fully requires many steps, beginning
with initial trace editing and ending
with “imaging,” or migration.
Imaging is the most time-consuming
step in the processing sequence, and
for areas of complicated geological
structure, it is the single most
important step in the processing
sequence. Imaging of a full 3-D
survey may take many months,
mainly because of the computing
time required. Industry has recently
explored for oil and gas in geological
settings that are extremely difficult to
image properly, such as subsalt areas,
where 3-D seismic imaging is crucial.
Subsalt imaging is difficult because
of the large seismic velocity contrast
between the salt body and the
surrounding sediments. In addition,
the generally irregular surfaces of salt
bodies bend, reflect, and convert
seismic waves in directions and ways
that are almost unpredictable.

Unraveling the extreme effects
that salt bodies can have on seismic
waves as they go downward into the
Earth and then return to the surface is
the essential work done by the
imaging step. The reliability of the
resulting image depends on the
quality of the seismic data and the
reliability of the velocity model of
the subsurface that is used. Unfortu-
nately, defining the velocity model

usually requires the results of the
imaging. Thus, several iterations of
improving the velocity model and
running the imaging may be needed
to get a reliable final image. Since a
single imaging step may require
months of computing to carry out,
industry has devoted considerable
resources to finding ways to speed up
the imaging step.

All practical imaging methods
use carefully chosen approximations
to the exact imaging methods so
they can run as fast as possible.
Unfortunately, each approximation
may also introduce inaccuracies into
the resulting image. An important
part of imaging research is to
understand and evaluate the potential
negative effects of the various
approximations on the image. Test
data sets, for which the proper image
is known, are very important for
understanding the effects of the
imaging approximations.

The Kirchhoff imaging method is
the fastest practical imaging method
but involves the largest number of
approximations. In spite of this
limitation, it is the method most
commonly used by the industry.
Other imaging methods have been
developed that are more reliable than
Kirchhoff, but they can be so com-
puting intensive that they are not
practical for routine use. Our objec-

tive is to develop new imaging
methods that fulfill two objectives:
first, to produce more reliable images
than the Kirchhoff method; and
second, to keep the computing time
required short enough to be practical.

In addition to developing higher-
quality imaging methods, a crucial
part of imaging research is to use
seismic (forward) modeling to
validate imaging methods and the
velocity models they depend on.
Researchers produce synthetic
seismic data from specified struc-
tures, and the resulting synthetic data
are then used to test and validate
the imaging.

As with imaging, seismic model-
ing is an extremely computing-
intensive procedure. Nevertheless,
reliable, fast, and versatile seismic
modeling is an essential part of
testing and verifying imaging results
and interpretations. Seismic modeling
is also an increasingly important part
of other aspects of seismic process-
ing. With the increased use of three-
and four-component data collection,
the ability to carry out full 3-D elastic
model calculations is increasingly
important. Even with the fastest
computers, 3-D elastic modeling is
slow, and new, faster methods are
needed to keep pace with the de-
mands of the industry.
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New Seismic
Imaging Methods

Four new seismic imaging
methods described below use slightly
different approximations to the wave
equation and are best suited to
specific types of subsurface velocity
fields. We named each of the four
methods for the approximation they
make to solve the wave equation: (1)
Born, (2) Rytov, (3) quasi-Born, and
(4) globally optimized Fourier finite-
difference. The Born method assumes
that lateral velocity perturbations are
small in magnitude but may be abrupt
in space. The Rytov method assumes
that velocity perturbations are smooth
but may be large in magnitude. The
quasi-Born method adds a factor to
the Born integral that improves the
accuracy and the computational
stability of the Born method. The
increased stability allows use of a
coarser computational grid, so fewer
computing steps are needed, thus, the
imaging is faster. Finally, the globally
optimized Fourier finite-difference
method is a hybrid method in which
lateral derivatives of the wave field
are computed in two parts—one is
exact and the other has an approxima-
tion with relatively small error.

All four methods involve a
recursive extrapolation of the
recorded wave field downward into
the Earth. The extrapolation at each
depth step operates on the result of
the previous depth step. The depth
extrapolation is followed by an
imaging step, which produces the
image of the subsurface at the level
of the current depth step. These
imaging methods are almost as
accurate as methods based on the full
wave equation but require much less
computer memory and are as much as
100 times faster.

Using these new imaging methods,
we have successfully produced high-
quality images of structures beneath
salt bodies, which is an extremely
challenging imaging situation.
Figure 1 shows an example structure
(top) and the image (bottom). The

image was obtained with the globally
optimized Fourier finite-difference
method. In this case, the characteris-
tics of the image are known exactly
because it was generated from a
synthetic data set. This figure shows
what is arguably one of the best
images ever obtained from this test
data set, and many researchers have
tested their imaging methods using it.

Improvements to the
Kirchhoff Imaging Method

The Kirchhoff imaging method
has been the imaging workhorse for
the oil and gas industry for many
years. It is much faster than other
imaging methods, although it
involves assumptions and approxi-
mations that often produce poorer

images than those of other, slower
methods. With the need to minimize
time and cost, however, industry
often finds that the slower methods
are just not practical. Yet the images
produced by conventional Kirchhoff
migration are inadequate in complex
geological structures. An essential
part of the Kirchhoff method is
computing the travel times of
seismic waves along ray paths
between every source and receiver.
Conventional Kirchhoff imaging
methods use fast, but simple,
methods of computing the travel
times. These methods provide
excellent results in simple structures
but rather poor results in more
complicated structures, such as
subsalt, where ray paths may be bent
severely and cross other ray paths.
Another major problem with

Figure 1. Image of a Salt Structure.
The top diagram is a 2-D vertical slice from a model of a hypothetical salt body. Note the
extreme contrast in seismic velocity between the salt body and the surrounding
sediments. Synthetic seismic data were computed from this model for testing imaging
methods. The bottom panel is an image from a 2-D prestack migration of the synthetic
data. This image was produced by the globally optimized Fourier finite-difference
method and is an excellent image from this complicated structure.
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conventional Kirchhoff imaging
methods is that they exploit only
first-arriving seismic waves. These
waves may have followed such
complicated ray paths that they only
have small amplitudes and make
minor contributions to the image.

To improve the imaging ability of
Kirchhoff imaging methods and still
retain their speed advantage, we have
developed two techniques: wave-
front construction and multiple-
arrival Kirchhoff imaging. These
techniques provide more reliable
travel times and allow the use of
multiple arrivals in the imaging.
Although adding these techniques
slows down the Kirchhoff imaging, it
is still faster than other, more exact,
imaging methods.

The new technique of wave-front
construction provides a more robust
method for computing travel times.
The basic concept is that a wave
front, composed of many individual
seismic rays, is propagated through
the velocity model, and travel times
are computed from the advance of the
entire wave front rather than from
individual ray paths.

The propagation of the wave front
is stable, even in velocity structures
in which individual ray paths may
shift drastically with only slight
changes in their starting or ending
positions. With more reliable travel
times, the wave-front construction
method produces better images from
the Kirchhoff imaging method,
particularly in complicated structures
such as those beneath salt.

The second new technique
addresses the problem of first arrivals
being so small that they make little
contribution to the image. In this
situation, improving the image
requires using the energy in several
seismic arrivals. Multiple-arrival
Kirchhoff imaging promises to
produce better, more reliable, and
more interpretable images from
complicated structures. On the other
hand, computing multiple travel
times adds to the computational

burden of Kirchhoff imaging. This
method should still be fast enough so
that it can be a practical imaging
method, especially for getting
initial images.

New Seismic Modeling
Methods

At the opposite end of the spec-
trum of seismic reflection methods
from imaging are seismic modeling
methods. Using seismic modeling,
one takes a known geological
structure and computes the synthetic
seismic response that would be
recorded at specified sources and
receivers. These forward methods are
usually more precise than imaging
methods and are crucial for testing
imaging methods.

We devised two new seismic
modeling methods that adapt the
lattice-Boltzman microscale approach
from fluid-flow modeling to simulate
the physical processes of seismic
wave propagation. These fully
discrete methods can simulate all
wave phenomena resulting from the
complexity of a medium, using
essentially no approximations. The
methods simulate wave propagation
through microscopic physical
processes of the quasi particles that
carry the wave field. These processes
include transport between lattice
nodes, reflection/transmission,
and collisions.

The two new methods differ
slightly in the way the quasi particles
interact. They can accurately simulate
wave propagation in media with
sharp interfaces, strong contrasts in
velocities, large topography, and
viscosity/attenuation. In contrast,
conventional finite-difference wave
modeling methods require that the
medium have only smooth changes in
properties, which is often an unrealis-
tically simplified view of the Earth.
The lattice-Boltzman seismic
modeling methods are also well
suited for taking advantage of the

currently available parallel comput-
ing systems. An example snapshot of
a synthetic wavefield from one of the
lattice-Boltzman modeling methods
is shown in Figure 2. This figure
illustrates the ability of the methods
to model the topography at the
surface of the model accurately and
easily, which is difficult for finite-
difference wave-equation modeling
methods to do. The figure depicts a
homogeneous velocity model (green
background) with surface topography
(the green and purple interface near
the top of the figure). The calculated
waves from a source at the middle of
the figure are shown in red and
purple. The circular wave front has
reached the bottom of the model,
from which there was no reflection
because of the absorbing boundary
condition on it. The wave front has
nearly reached the sides of the
models. The most interesting part of
the figure is the interaction between
the model waves and the topography,
which has produced a complicated
series of reflected waves and
numerous multiples.

Project Collaborators

In addition to developing the new
imaging and modeling methods
discussed above, we are collaborating
with researchers at Stanford Univer-
sity, the University of California at
Santa Cruz, and the Lawrence
Livermore National Laboratory to
develop and test other methods for
imaging and modeling. One new
imaging method exploits the regular
geometry of marine seismic data to
make it faster. The method should be
able to speed up wave-equation-based
imaging by a factor of 10 or more yet
still retain the inherently better-
resulting image of wave-equation-
based methods. The modeling method
is a fully elastic 3-D method that
effectively uses parallel computing to
help speed up the calculations. It has
been used and validated by many



99Progress Report 1998–2000  Earth and Environmetal Sciences

Advances in Seismic Imaging and Modeling for the Petroleum Industry

oil and gas and service companies.
The capabilities of the method are
still being enhanced and improved.

In addition to the collaborators at
Stanford University and the
Lawrence Livermore National
Laboratory, this work is being done
as collaborations with companies
from the oil and gas industry. The
projects have more than two dozen
collaborating companies. These
collaborators provide guidance,
insights, test data sets, new algo-
rithms, and many hours of their own
time to each project. The collabora-
tions have been essential to the
success of the research projects. The
industry collaborations, which
continued even through the most
recent down-cycle in the industry,
demonstrate the high level of interest
by industry in this research and
underscore the importance of the
substantial contributions the projects
have made in seismic imaging
and modeling.

Conclusions

We have developed several new
methods for imaging seismic reflec-
tion data that have significant
advantages compared to conventional
imaging methods. These advantages
include substantially reduced
computing requirements with little or
no degradation of the final image.

We have also developed new
methods for more accurately comput-
ing synthetic seismic data. These can
also be used to compute synthetic
data from subsurface models that are
beyond the abilities of conventional
modeling methods. Accurate imaging
and modeling methods are crucial for
making maximum use of large 3-D
seismic data sets. �
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Figure 2. Lattice-Boltzmann Modeling.
The figure is a 2-D slice of a wave-propagation simulation in a homogeneous velocity
medium (indicated by the green background color) with large surface topography. The
surface topography is the irregular interface between the blue and green materials. This
is a situation that is difficult to model properly using conventional finite-difference
methods. It was successfully modeled with the lattice-Boltzmann modeling method.
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